


 

 

International Journal of Computer Science & Knowledge Engineering  

Published By : Serials Publications ISSN: 0973-6735 Frequency : Bi-Annual 

Content 

Air Lon Counter (Vol.4 No.1, January-June2010) 

Pages: 27-31 

V. N. Patil, B. P. Patil, N. G. Shimpi and Manoj Waghdarikar 

A Genetic Alogorithm Based Crypt-Steganography Techinique for Message Hiding in JPEG Images (Vol.4 No.1, 

January-June2010) 

Pages: 19-26 

Sherin Zafer, Syed Imran ALi, Mayank Pathak, Bhupendre Verma and Sameena Zafar 

Analysis of Different Approaches of Credit Card Fraud Detection (Vol.4 No.1, January-June2010) 

Pages: 1-5 

Amrendra Kumar Singh and Vivek Dubey 

An Approach to Artificial Netural Network (Vol.4 No.1, January-June2010) 

Pages: 7-18 

Tripti Arjariya, Abhay Verma, Pratyoosh Rai and Smita Rai 

data Mining and Current Status of Bussiness Market(Vol.4 No.1, January-June2010) 

Pages: 33-41 

Tripti Arjariya and Abhay Verma 

Low Power Colorimetric Gas Sensor with Microcontroller (Vol.4 No.1, January-June2010) 

Pages: 43-50 

Rajesh Kumar and S.A. Imam 

Enterprise Framework for Semantic Web Mining in Medical and Nursing Care (Vol.4 No.1, January-June2010) 

Pages: 51-56 

Vinod Kumar Yadav, Sonol Tiwari and Geetika Silakari 

Desing and Simulation of Fuzzy Loogic Based Power System Stabilzer to Enhance (Vol.4 No.1, January-June2010) 

Pages: 57-63 

Ganga Agnihotri, Ashish K. Metho and Anupritri Mishra 

Modeling of Photovoltaic Module/Array Using Matlab/Simulink (Vol.4 No.1, January-June2010) 

Pages: 65-73 

Manju Khare, Yogendra Kumar and Ganga Agnihotri, V.K. SEthi 

The Growth and Development of Object Oriented Metrics:A Study (Vol.4 No.1, January-June2010) 

Pages: 75-84 

V. Krishnapriya and K. Ramar 

http://www.serialspublications.com/journals1.asp?jid=244


 

 

 

A New Approach for face Recognition Using Simplifies Fuzzy ARTMAP (Vol.4 No.1, January-June2010) 

Pages: 89-94 

Amit Baghel, Sujit Jhare and Manish Ahirwar 

Tactile Sensor for Robotic Hand(Vol.4 No. 1 January-June2010) 

Pages: 85-88 

Shilpa Dandoti and V.D. Mytri 

Intelligent Identity Verification Processing System of Mobile Subscribers (Vol.4 No.2, 2010) 

Pages: 95-98 

N. Mallikarujuna Rao, M. M. Naidu & P. Seetharam 

Top-Down Discovery of Cross-Level Web Browsing Sequences on Taxonomy (Vol.4 No.2, 2010) 

Pages: 99-105 

Shyue-Liang Wang, Wei-Shuo Lo & Tzung-Pei Hong 

Comparative Study of Different Data Mining Algorithms for Soil Dataset (Vol.4 No.2, 2010) 

Pages: 107-110 

P. Bhargavi & S. Jyothi 

Upper Approximation Reduction in Ordered Information System with Fuzzy Decision (Vol.4 No.2, 2010) 

Pages: 111-114 

Xu Weihua, Liu Shihu & Zhang Wenxiu 

2-D Non-parametric Discriminant Analysis Algorithm and its Application to Face Recognition (Vol.4 No.2, 2010) 

Pages: 115-119 

ZHANG Wen-ming, WU Xiao-jun & FENG Zhen-hua 

A Scalable Distributed Inverted Index Design on Cassandra (Vol.4 No.2, 2010) 

Pages: 121-129 

Tang Liyang & Ni Zhiwei 

Implement Some Features for Better Determining Weight of Sentence in Vietnamese Text (Vol.4 No.2, 2010) 

Pages: 131-134 

Ha Nguyen Thi Thu & Luan Nguyen Thien 

Unsupervised classification of LULC change Detection Using Remotely Sensed Data for Coimbatore city-India (Vol.4 No.2, 

2010) 

Pages: 135-137 

K. Thanushkodi & Y. Baby Kalpana 

 

Administrator
高亮



International Journal of Computer Science & Knowledge Engineering                              Vol.4, No.2 

                                                   

111 
This paper was recommended by CRSSC-CWI-CGrC’2010. 

Upper Approximation Reduction in Ordered Information  

System with Fuzzy Decision 

Xu Weihua1, Liu Shihu1, Zhang Wenxiu2 

(1. School of Mathematics and Statistics, Chongqing University of Technology, Chongqing 400054, China)
          

 

(2. School of Science, Xi’an Jiaotong University, Xi’an Shan Xi 710049, China)
           

Abstract: Attributes reduction is one of the most important problems in rough set theory. In this paper, the 

concept of upper approximation reduction is constructed in ordered information systems with fuzzy 

decision. Moreover the judgment theorem and discernability matrix are obtained, in which case one can 

provide an approach to this reduction in ordered information systems with fuzzy decision. As an 

application of upper approximation reduction, examples are considered to illustrate the validity of some 

results obtained in our works.   
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1. Introduction 

Rough set theory, proposed by Z. Pawlak in 
the early 1980s

[1]
, is an extension of classical set 

theory and can be regarded as a soft computing tool 

to deal with uncertainty or imprecision information. 
It was well known that this theory is based upon the 
classification mechanism, in  which case  the 

classification can be viewed as an equivalence 
relation and knowledge blocks induced by the 

equivalence relation be partition on universe. For 
this reason, it has been applied successfully and 
widely in pattern recognition

[2]
, medical 

diagnosis
[3]

 ,granular computing
[4]

 and so on. 
Attributes reduction, as one important portion 

of  rough set researching, its main idea is not only 

to delete redundant attributes but also the 
classification  ability of database to be not changed. 

But there exist many information systems in which 
the relation is not equivalence relation because of 
various reasons, such as noise or information losing. 

Hence, how to deal with this type of information 
systems has became a very hot topic in rough set 
theory. Many experts have researched attributes 

reduction by extending the equivalence relation to 
consistent relation, similar relation and dominance 
relation

[5-7]
 and so on. Some useful works have been 

done in dominance relation based information 
systems

 [8-10]
. 

At the same time, for decision makers, there 
may exist one case in that the decision objects are 
not certain or precision but fuzzy. So the fuzzy 

decision making must be take into consideration. 
Our work in this paper is to consider the attributes 
reduction in ordered information systems with fuzzy 

decision. Firstly, concept of upper approximation 
consistent set is proposed by comparing decision 

attribute values. What is more, upper approximation 
reduction and judgment theorem is introduced, from 
which one can define the discernability matrix and 

find that it is an useful approach to attributes 
reduction. As an application of upper approximation 
reduction, examples are considered to illustrate the 

validity of some results obtained in our works.   
The rest of this paper is organized as follows. 

Some preliminary concepts required in our work are 
briefly recalled in section 2.  In section 3 the upper 
approximation reduction in this information systems 

is investigated. The discernability matrix and  
reduction approach are defined in section 4. Section 
5 concludes the paper. 

2. Information System with fuzzy decision 

In this section, we shall begin our work with 

some necessary concepts required in the sequel of 
our work. For more detailed description of the 
theory, please refer Refs.[11, 12]. 

Definition 2.1 An information system is a quaternion 

( , , , )I U A D F G  , where  

1 2
{ , , , }

n
U u u u   is set of objects; 

1 2
{ , , , }

p
A a a a   is set of conditional attributes. 

{ }D d  is set of decision attribute. 

{ , }
kk

F f U V k p  ∣ is relation set of U and 

A ,and { ( ) | }
k i ik

V f u u U   is the domain of 
k

a A . 

{ }
d

G d U V ∣  is the relation set of U  and D , 

and { ( ) | }
d i i

V d u u U   is the domain of d D . 

Information system with fuzzy decision is that the 
decision value of objects is expressed as fuzzy form, 

i.e. for any 
i

u U , ( ) [0 , 1]
i

d u   . 



Xu W.H., Liu S.H. and Zhang W.X. 

 

112 

Definition 2.2 Let ( , , , )I U A D F G  be an 

information system and B A , if denote 

{ ( , ) | ( ) ( ) , }
kB i j i j kk

R u u U U f u f u a B     
 , 

then 
B

R
  means a dominance relation on U relate to 

B , in which case the information system is called 

ordered information system and denoted by I
 . If an 

information system is based on dominance relation 
and the decision value of objects is fuzzy, then the 
information system is called ordered information 

system with fuzzy decision. 

For convenience, the notation 
f

I
 is used to 

express ordered information systems with fuzzy 

decision, in which case the dominance class of any 

i
u U  is denoted as [ ] { ( , ) }

i B j i j B
u u u u R ∣

  . 

Proposition 2.1 Let 
f

I
 be an information system 

and B A . 

(1) 
B

R
  is reflexive, transitive, but not symmetric, so 

it is not an equivalence relation. 

(2) If
1 2

B B A  , then
2 1

A B B
R R R 
   .  

(3) If
1 2

B B A  , then
2 1

[ ] [ ] [ ]
i A i iB B

u u u 
   . 

(4) If [ ]
j i A

u u
 , then [ ] [ ]

A i Aj
u u

  . 

Definition 3.1 For an information system
f

I
 , the 

lower and upper approximation set of D  relate 

to A is denoted by D
A
 and 

D
A
  respectively. And 

their membership function are defined by  

( ) m in { ( ) [ ] }
D i j j i A

A u d u u u ∣
  , 

( ) m ax { ( ) [ ] }
D i j j i A

A u d u u u ∣
  . 

Example 2.1 Consider an ordered information system 
with fuzzy decision in Table 1. 

 
By computing we have that 

1 2

3 4

5 6

( ) 0 .5 ( ) 0 .3

( ) 0 .7 ( ) 0 .9

( ) 0 .1 ( ) 0 .6

d u d u

d u d u

d u d u

 

 

 

 

1 1 2 5 6

2 2 5 6

3 2 3 4 5 6

4 4 6

5 5

6 6

[ ] { , , , }

[ ] { , , }

[ ] { , , , , }

[ ] { , }

[ ] { }

[ ] { }

A

A

A

A

A

A

u u u u u

u u u u

u u u u u u

u u u

u u

u u

























 

So we have that  

 
1 2 3 4 5 6

1 2 3 4 5 6

0 .1 0 .1 0 .1 0 .6 0 .1 0 .6
;

0 .6 0 .6 0 .9 0 .9 0 .1 0 .6
.

D

D

A
u u u u u u

A
u u u u u u

     

     





 

3. Upper approximation reduction of ordered 

information system with fuzzy decision 

Since dominance relation is not the equivalence 

relation, the approach to attributes reduction in 
original information systems is not fitted for 
ordered information system with fuzzy decision. 

Therefore, the upper approximation consistent set is 
constructed and upper approximation reduction is 

defined, from which the judgment theorem is 
introduced. 

Definition 3.1 Let 
f

I
  be an information system 

and B A . If ( ) ( )
D i D i

A u B u
   for any

i
u U , then 

B  is called upper approximation consistent set of 

this information system. Moreover, if any proper 
subset of B is not the upper approximation set, then 
B is one upper approximation reduction of this 

information system.  
Example 3.1 (Continued from Example 2.1) If take 

2 3
{ , }B a a , we will have that [ ] [ ]

i A i B
u u

   holds 

for 
i

u U . Hence ( ) ( )
D i D i

A u B u
  , that is to say 

2 3
{ , }a a  is one upper approximation consistent set. 

Moreover, if take
1 2

{ , }C a a , then we have 

1 1 2 5 6

2 2 5 6

3 1 2 3 4 5 6

4 2 4 5 6

5 5

6 2 5 6

[ ] { , , , }

[ ] { , , }

[ ] { , , , , , }

[ ] { , , , }

[ ] { }

[ ] { , , }

C

C

C

C

C

C

u u u u u

u u u u

u u u u u u u

u u u u u

u u

u u u u

























 

1 2 3 4 5 6

0 .6 0 .6 0 .9 0 .9 0 .1 0 .6

D D
C A

u u u u u u
      

  . 

Hence, 
1 2

{ , }a a  is also one upper approximation 

consistent set. 

Moreover, we have that 
1

{ }a and
3

{ }a  are not 

the upper approximation consistent sets by 

computing and 
2

{ }a  is the upper approximation 

consistent sets. Hence we conclude that this 
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information system has only one upper 

approximation reduction
2

{ }a . 

In the next, the judgment theorem is proposed. 

Theorem 3.1 Let 
f

I
  be an information system 

and B A . Attribute set B is an upper 

approximation consistent set if and only if for every 

,
i j

u u U , if ( ) ( )
D i D j

A u A u
  , then there exist 

k
a B  such that ( ) ( )

k ki j
f u f u . 

Proof. " " : Suppose that ( ) ( )
k ki j

f u f u  for 

every 
k

a B  when ( ) ( )
D i D j

A u A u
  . So we can 

obtain [ ]
j Bi

u u
 , that is [ ] [ ]

j B Bi
u u

  . By 

( ) m ax{ ( ) [ ] }
D i i B

u d u uB u ∣
   and 

( ) m ax { ( ) [ ] }
D Bj j

u d u uB u ∣
  , 

we can have ( ) ( )
D Di j

B Bu u
  . 

 Since B  is upper approximation consistent set, 

we have that ( ) ( )
D Dj j

A Bu u
  and ( ) ( )

D Di i
A Bu u
  . 

So we can obtain ( ) ( )
D i D j

A u A u
  . This is a 

contradiction. 

" " : Suppose B  is not upper approximation 

consistent set, then there must exist one 
0

i
u U  

such that
0 0

( ) ( )
i D iD

BA u u
  . So we have 

that
0 0

( ) ( )
i D iD

BA u u
   according to Proposition 2.1. 

Since
0 0

( ) m ax { ( ) [ ] }
D Bi i

u d u u uB  ∣
  , we take  

0 0

[ ]
j Bi

u u
  such that 

0

( )
j

d u
0

( ) m ax { ( )
iD

uB u d 
  

u ∣
0

[ ] }
i B

u
 . While we have known

0 0

[ ]
j Aj

u u
 , 

then we can have
0 0

m a x { ( ) [ ] } ( )
j jA

d u u u d u ∣
 . 

That is to say 
0 0

( ) ( )
D j j

A u d u
 . 

We have
0 0 0 0

( ) ( ) ( ) ( )
D j j D i D i

BA u d u u A u  
   . 

So there exist 
k

a B  such that
0 0

( ) ( )
k i jk

f u f u . It 

is a contradiction with
0 0

[ ]
j Bi

u u
 .  

    The theorem is proved.                □ 

4. Approach to upper approximation reduction 

In theorem 3.1, we proposed an equivalent 
description of upper approximation consistent set, 

in which case it can be used to estimate the attribute 
set, which is an upper approximation consistent set 
or not. In next, the concept of discernability matrix 

is introduced first and reduction approach is 
constructed immediately. 

Definition 4.1 Let f
I
  be an information system 

and { ( , ) ( ) ( )}
f i j D i D j

D u u A u A u ∣
   . If denote 

{ ( ) ( )} ( , )

( , )

k i j i j fk

f

f

k

i j

f fa u u u u D

D

u u D

  
 

 

 ∣A



, 

then
f

D is called to the upper approximation 

discernability attribute set between 
i

u  and 
j

u . 

From which  
,

( , )
i j

f f i j
u u U

M D u u


  is the 

discernability matrix of this information system. 

Theorem 4.1 Let 
f

I
  be an information system 

and B A , B  is upper approximation consistent 

set if and only if ( , )
f i j

B D u u    for all 

( , )
i j f

u u D
 . 

Proof. " " :  By theorem 3.1 we have that there 

exist 
k

a B  such that ( ) ( )
k ki j

f u f u  for ( , )
i j

u u  

f
D
 , then ( , )

k f i j
a D u u , hence B  ( , )

f i j
D u u   

 . 

" " :  For ( , )
i j f

u u D
 , if ( , )

f i j
B D u u   , 

then there exist 
k

a B  s.t. ( , )
k f i j

a D u u , that is  

( ) ( )
k ki j

f u f u . By Theorem 3.1 we have that B  

is an upper approximation consistent set of A .   □ 

Definition 4.2 For an information system f
I
  and 

B A , the upper approximation discernability 

equation is denoted as 

{ { ( , )} , , }

{ { ( , )} , , }

f k k f i j i j

k k f i j i j f

F a a D u u u u U

a a D u u u u D

    

    

∣

∣


. 

Theorem 4.2 Let f
I
  be an information system 

and the minimum alternative normal form is defined 

as 
1

( )

p
k

f f
k

E B


  . If take { , 1, 2 , , }
k

f s k
B a s q    

then { , 1, 2 , , }
k

f
B k p   is the set with all its 

elements have the upper approximation reduction 
form. 

Proof. For any ( , )
i j f

u u D
 , by the definition of 

minimum alternative normal form, we have that 
k

f
B is upper approximation consistent set. If one 

element of k

f
B  in 

1

( )

p
k

f f
k

F B


   is deleted, in 

which case k

f
B  becomes 

`

( )
k

f
B  , there must exist 

0 0

( , )
i j f

u u D
 s.t. ( )

k

f
B  

0 0

( , )
f i j

D u u    . So 

( )
k

f
B   is not an upper approximation consistent set. 

Hence k

f
B  is an upper approximation reduction. 

Because 
f

M  includes all ( , )
f i j

D u u , there is not 

upper approximation reduction with other forms.  
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Example 4.1 (Continued from Example 3.1-3.2)  

By computing we have that 

 

Hence,
1 2 3 2 1 2 2

( ) { } { }
f

a a a a a a aE        , 

that is, 
2

{ }a  is the one and only upper 

approximation reduction, from which we have that 

the conclusion of this Example is consistent with 
Example 3.2. 

5. Conclusion 

Attributes reduction, as one research problem, 
has played an important role in rough set theory. 
However, most of information systems are based on 

dominance relations because of various factors. To 
acquire brief decision rules from inconsistent 

ordered information systems with fuzzy decision, 
attributes reductions are needed. The main aim of 
this paper is to study the problem. In this paper, the 

upper approximation consistent set is constructed 
and approach to attribute reduction in ordered 
information system with fuzzy decision is proposed. 

Moreover, the judgment theorem of upper 
approximation consistent set is obtained and some 

useful works are done in detail.  
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