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In this paper, we aim to study intuitionistic fuzzy ordered information systems. Firstly, the concept of intuitionistic fuzzy ordered information systems is proposed by introducing an intuitionistic fuzzy relation to ordered information systems. Meanwhile, two approximation operators are defined and a rough set approach is established in intuitionistic fuzzy ordered information systems. Secondly, a ranking approach for all objects is constructed in this system. Thirdly, approximation reduction is addressed in intuitionistic fuzzy ordered decision information system. These results will be helpful for decision-making analysis in intuitionistic fuzzy ordered information systems.
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1. Introduction

Partition or equivalence (indiscernibility relation) is an important concept in Pawlak's rough set theory, which was initiated by Pawlak in the early 1980s, and is a new mathematical approach to uncertain data analysis. However, partition or equivalence relation is still restrictive for many applications. To overcome this limitation, classical rough sets have been extended to several interesting and meaningful general models in recent years by proposing other binary relations, such as tolerance relations, neighborhood operators, and others. However, the original rough set theory does not consider attributes with preference
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ordered domain, that is criteria. Particularly, in many real situations, we are often face to the problems in which the ordering of properties of the considered attributes plays a crucial role. One such type of problem is the ordering of objects. For this reason, Greco, Matarazzo, and Slowinski\textsuperscript{13–18} proposed an extension rough set theory, called the dominance-based rough set approach (DRSA) to take into account the ordering properties of criteria. This innovation is mainly based on substitution of the indiscernibility relation by a dominance relation. In DRSA, condition attributes are criteria and classes are preference ordered, the knowledge approximated is a collection of upward and downward unions of classes and the dominance classed are sets of objects defined by using a dominance relation. In recent years, several studies have been made about properties and algorithmic implementations of DRSA.\textsuperscript{9,10,32,34,41,48}

Another important mathematical structure to cope with imperfect and/or imprecise information is called the “intuitionistic fuzzy (IF, for short) set”\textsuperscript{a} initiated by Atanassov\textsuperscript{1,2} on the basis of ortho-pairs of fuzzy sets. An IF set is naturally considered as an extension of Zadeh’s fuzzy sets\textsuperscript{47} defined by a pair of membership functions: while a fuzzy set gives a degree to which an element belongs to a set, an IF set gives both a membership degree and a non-membership degree. The membership and non-membership values induce an indeterminacy index, which models the hesitancy of deciding the degree to which an object satisfies a particular property. Recently, IF set theory has been successfully applied in decision analysis and pattern recognition.\textsuperscript{11,22,36,43}

Combining IF set theory and rough set theory may result in a new hybrid mathematical structure for the requirement of knowledge-handling systems. Research on this topic has been investigated by a number of authors. Coker\textsuperscript{7} first revealed the relationship between IF set theory and rough set theory and showed that a fuzzy rough set was in fact an intuitionistic fuzzy set. Various tentative definitions of IF rough sets were explored to extend rough set theory to the IF environment.\textsuperscript{5,8,19,29–31,49} For example, according to fuzzy rough sets in the sense of Nanda and Majumda,\textsuperscript{23} Jena and Ghosh\textsuperscript{19} and Chakrabarty\textit{et al.}\textsuperscript{6} independently proposed the concept of an IF rough set in which the lower and upper approximations are both IF sets.

In this paper, the intuitionistic fuzzy information system is introduced to DRSA. Actually, in real life, the intuitionistic fuzzy information system is an important type of data tables in ordered information systems. We aim to introduce dominance relation to intuitionistic fuzzy information system, and establish a rough set approach and evidence theory in this system.

The rest of this paper is organized as follows. The intuitionistic fuzzy ordered information system is introduced, and some important properties are discussed in Sec. 2. In Sec. 3, a rough set approach is investigated by establishing the upper

\textsuperscript{a}Though the term of intuitionistic fuzzy set has been the argument of a large debate,\textsuperscript{3,5,12} we still use this notion due to its underlying mathematical structure, and because it is becoming increasing popular topic of investigation in the fuzzy set community.
and lower approximation operators in the system. In Sec. 4, a rank approach with dominance class is considered by proposing the concept of dominance degree intuitionistic fuzzy ordered information system. In Sec. 5, approximation reduction are proposed for the intuitionistic fuzzy ordered decision information system. Moreover, the judgement theorems and discernibility matrices associated with two reductions are obtained. Finally, we conclude the paper with a summary.

2. Intuitionistic Fuzzy Ordered Information Systems

Dominance-based rough set approach (DRSA) was proposed by Greco, Matarazzo, and Slowinski, \(^{13-18}\) which is mainly based on a dominance relation. In this section, we introduce a dominance relation to the intuitionistic fuzzy information systems. We propose a new extension of information systems referred to as intuitionistic fuzzy ordered information systems. Moreover, we introduce a dominance relation to the new information systems, and obtain some of its important properties.

Firstly, we review a special lattice on \([0, 1] \times [0, 1]\) and some basic definitions of Intuitionistic fuzzy sets which will be used in this paper.

Definition 2.1.4 Let \(L^* = \{(\alpha_1, \alpha_2) \in [0, 1] \times [0, 1] | \alpha_1 + \alpha_2 \leq 1\}\). We define a relation \(\leq_{L^*}\) on \(L^*\) as follows:

\[\forall (\alpha_1, \alpha_2), (\beta_1, \beta_2) \in L^*,\]
\[(\alpha_1, \alpha_2) \leq_{L^*} (\beta_1, \beta_2) \iff \alpha_1 \leq \beta_1 \text{ and } \alpha_2 \geq \beta_2,\]
\[(\alpha_1, \alpha_2) \not\leq_{L^*} (\beta_1, \beta_2) \iff \alpha_1 > \beta_1 \text{ or } \alpha_2 < \beta_2.\]

Then the relation \(\leq_{L^*}\) is a partial ordering on \(L^*\) and the pair \((L^*, \leq_{L^*})\) is a complete lattice with the smallest element \(0_{L^*} = (0, 1)\) and the greatest element \(1_{L^*} = (1, 0)\). The meet operator \(\wedge\), join operator \(\vee\) and complement operator \(\sim\) on \((L^*, \leq_{L^*})\) which are linked to the ordering \(\leq_{L^*}\) are, respectively, defined as follows:

\[\forall (\alpha_1, \alpha_2), (\beta_1, \beta_2) \in L^*,\]
\[(\alpha_1, \alpha_2) \wedge (\beta_1, \beta_2) = (\min(\alpha_1, \beta_1), \max(\alpha_2, \beta_2)),\]
\[(\alpha_1, \alpha_2) \vee (\beta_1, \beta_2) = (\max(\alpha_1, \beta_1), \min(\alpha_2, \beta_2)),\]
\[\sim (\alpha_1, \alpha_2) = (\alpha_2, \alpha_1).\]

Definition 2.2.1 Let a set \(U\) be fixed. An IF set \(\tilde{X}\) in \(U\) is an object having the form

\[\tilde{X} = \{\langle x, \mu_{\tilde{X}}(x), \nu_{\tilde{X}}(x) \rangle | x \in U\},\]

where \(\mu_{\tilde{X}} : U \to I\) and \(\nu_{\tilde{X}} : U \to I\) satisfy \(0 \leq \mu_{\tilde{X}}(x) + \nu_{\tilde{X}}(x) \leq 1\) for all \(x \in U\). \(\mu_{\tilde{X}}(x)\) and \(\nu_{\tilde{X}}(x)\) are called the degree of membership and the degree of non-membership of the element \(x \in U\) to \(\tilde{X}\), respectively. The family of all IF
such that $f \in V$ where $\mu \in U$, called universe, and $AT \times \{0, 1\}$ satisfy $0 \leq f(x, a) \leq 1$, for all $x \in U$. And $\mu_a(x)$ and $\nu_a(x)$ are, respectively, called the degree of membership and the degree of non-membership of the element $x \in U$ to attribute $a$. We denote $\tilde{a}(x) = (\mu_a(x), \nu_a(x))$, then it is clear that $\tilde{a}$ is an intuitionistic fuzzy set of $U$.

An intuitionistic fuzzy decision information system is a special intuitionistic fuzzy information system in which $f(x, a) \in V_a$ for all $a \in AT, x \in U$, called an information function, where $V_a$ is an intuitionistic fuzzy set of $U$. That is

$$f(x, a) = (\mu_a(x), \nu_a(x)),$$

where $\mu_a : U \rightarrow [0, 1]$ and $\nu_a : U \rightarrow [0, 1]$ satisfy $0 \leq \mu_a(x) + \nu_a(x) \leq 1$, for all $x \in U$. And $\mu_a(x)$ and $\nu_a(x)$ are, respectively, called the degree of membership and the degree of non-membership of the element $x \in U$ to attribute $a$. We denote $\tilde{a}(x) = (\mu_a(x), \nu_a(x))$, then it is clear that $\tilde{a}$ is an intuitionistic fuzzy set of $U$.

An intuitionistic fuzzy decision information system is a special intuitionistic fuzzy information system in which $f(x, a) \in V_a$ for all $a \in AT, x \in U$, called an information function, where $V_a$ is an intuitionistic fuzzy set of $U$. That is

$$f(x, a) = (\mu_a(x), \nu_a(x)),$$

where $\mu_a : U \rightarrow [0, 1]$ and $\nu_a : U \rightarrow [0, 1]$ satisfy $0 \leq \mu_a(x) + \nu_a(x) \leq 1$, for all $x \in U$. And $\mu_a(x)$ and $\nu_a(x)$ are, respectively, called the degree of membership and the degree of non-membership of the element $x \in U$ to attribute $a$. We denote $\tilde{a}(x) = (\mu_a(x), \nu_a(x))$, then it is clear that $\tilde{a}$ is an intuitionistic fuzzy set of $U$.

An intuitionistic fuzzy decision information system is a special intuitionistic fuzzy information system in which $f(x, a) \in V_a$ for all $a \in AT, x \in U$, called an information function, where $V_a$ is an intuitionistic fuzzy set of $U$. That is

$$f(x, a) = (\mu_a(x), \nu_a(x)),$$

where $\mu_a : U \rightarrow [0, 1]$ and $\nu_a : U \rightarrow [0, 1]$ satisfy $0 \leq \mu_a(x) + \nu_a(x) \leq 1$, for all $x \in U$. And $\mu_a(x)$ and $\nu_a(x)$ are, respectively, called the degree of membership and the degree of non-membership of the element $x \in U$ to attribute $a$. We denote $\tilde{a}(x) = (\mu_a(x), \nu_a(x))$, then it is clear that $\tilde{a}$ is an intuitionistic fuzzy set of $U$.

An intuitionistic fuzzy decision information system is a special intuitionistic fuzzy information system in which $f(x, a) \in V_a$ for all $a \in AT, x \in U$, called an information function, where $V_a$ is an intuitionistic fuzzy set of $U$. That is

$$f(x, a) = (\mu_a(x), \nu_a(x)),$$

where $\mu_a : U \rightarrow [0, 1]$ and $\nu_a : U \rightarrow [0, 1]$ satisfy $0 \leq \mu_a(x) + \nu_a(x) \leq 1$, for all $x \in U$. And $\mu_a(x)$ and $\nu_a(x)$ are, respectively, called the degree of membership and the degree of non-membership of the element $x \in U$ to attribute $a$. We denote $\tilde{a}(x) = (\mu_a(x), \nu_a(x))$, then it is clear that $\tilde{a}$ is an intuitionistic fuzzy set of $U$.

### Example 2.1
An intuitionistic fuzzy decision information system is presented in Table 1, where $U = \{x_1, x_2, x_3, x_4, x_5, x_6\}$, $AT = \{a_1, a_2, a_3\}$.

<table>
<thead>
<tr>
<th>$U$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>(0.2, 0.7)</td>
<td>(0.6, 0.4)</td>
<td>(0.5, 0.2)</td>
<td>3</td>
</tr>
<tr>
<td>$x_2$</td>
<td>(0.8, 0.1)</td>
<td>(0.6, 0.4)</td>
<td>(0.6, 0.4)</td>
<td>2</td>
</tr>
<tr>
<td>$x_3$</td>
<td>(0.2, 0.7)</td>
<td>(0.1, 0.8)</td>
<td>(0.6, 0.4)</td>
<td>1</td>
</tr>
<tr>
<td>$x_4$</td>
<td>(0.3, 0.5)</td>
<td>(0.1, 0.8)</td>
<td>(0.8, 0.1)</td>
<td>2</td>
</tr>
<tr>
<td>$x_5$</td>
<td>(0.8, 0.1)</td>
<td>(0.8, 0.1)</td>
<td>(0.6, 0.4)</td>
<td>3</td>
</tr>
<tr>
<td>$x_6$</td>
<td>(0.8, 0.1)</td>
<td>(0.6, 0.4)</td>
<td>(0.8, 0.1)</td>
<td>1</td>
</tr>
</tbody>
</table>

In practical decision making analysis, we always consider a binary dominance relation between objects that are possibly dominant in terms of values of attributes set in intuitionistic fuzzy information systems. In general, an increasing preference and a decreasing preference, then the attribute is a criterion.
Definition 2.3. An intuitionistic fuzzy information system is called an intuitionistic fuzzy ordered information system (IFOIS) if all condition attributes are criteria.

In general, we denote an intuitionistic fuzzy ordered information system by \( I \equiv (U, AT, V, f) \).

Assumed that the domain of a criterion \( a \in AT \) is complete pre-ordered by an outranking relation \( \succeq_a \), then \( x \succeq_a y \) means that \( x \) is at least as good as \( y \) with respect to criterion \( a \). And we can say that \( x \) dominates \( y \). For a subset of attributes \( A \subseteq AT \), we define \( x \succeq_A y \iff \forall a \in A, x \succeq_a y \). In other words, \( x \) is at least as good as \( y \) with respect to all attributes in \( A \).

In the following, we introduce a dominance relation to an intuitionistic fuzzy information system. In a given IFOIS, we say that \( x \) dominates \( y \) with respect to \( A \subseteq AT \) if \( x \succeq_A y \), and denoted by \( xR_A \equiv y \). That is to say that \( R_A \equiv \{ (x, y) \in U \times U | x \succeq_A y \} \).

Obviously, if \( (x, y) \in R_A \), then \( x \) dominates \( y \) with respect to \( A \). \( R_A \) are called a dominant relations of IFOIS.

Similarly, the relation \( R_A ^\preceq \), which is called a dominated relation, can be defined as following

\[
R_A ^\preceq = \{ (x, y) \in U \times U | y \succeq_A x \}\.
\]

For simplicity and without any loss of generality, in the following we only consider condition attributes with increasing preference. Let us define this dominant relation in intuitionistic fuzzy ordered information systems as follows,

\[
R_A ^\preceq = \{ (x, y) \in U \times U | \mu_a(x) \geq \mu_a(y) \text{ and } \nu_a(x) \leq \nu_a(y), \forall a \in A \}.
\]

That is to say that \( R_A ^\preceq \) is called dominance relation of IFOIS \( I \).

Let denote

\[
[x]_A ^\preceq = \{ x \in U | (x, x_i) \in R_A ^\preceq \}
\]

\[
= \{ x \in U | \mu_a(x) \geq \mu_a(x_i) \text{ and } \nu_a(x) \leq \nu_a(x_i), \forall a \in A \};
\]

\[
U/R_A ^\preceq = \{ [x]_A ^\preceq | x_i \in U \},
\]

where \( i \in \{1, 2, \ldots, |U|\} \), then \( [x]_A ^\preceq \) describes the set of objects that may dominate \( x_i \) in terms of \( A \) in IFOIS \( I \), and will be called a dominance class of IFOIS \( I \), and \( U/R_A ^\preceq \) be called a classification of \( U \) about attribute set \( A \) in IFOIS \( I \).

An intuitionistic fuzzy ordered decision information system is an intuitionistic fuzzy ordered information system \( I \equiv (U, AT \cup \{d\}, V, f) \), where the relation induced by \( d \) is equivalence relation.

Definition 2.4. Let \( I \equiv (U, AT, V, f) \) be an intuitionistic fuzzy ordered information system and \( B, A \subseteq AT \).
(1) If \( [x]_B^\succ = [x]_A^\succ \) for any \( x \in U \), then we call that classification \( U/R_B^\succ \) is equal to \( U/R_A^\succ \), denoted by \( U/R_B^\succ = U/R_A^\succ \).

(2) If \( [x]_B^\succ \subseteq [x]_A^\succ \) for any \( x \in U \), then we call that classification \( U/R_B^\succ \) is finer than \( U/R_A^\succ \), denoted by \( U/R_B^\succ \subseteq U/R_A^\succ \).

(3) If \( [x]_B^\succ \subseteq [x]_A^\succ \) for any \( x \in U \) and \( [x]_B^\succ \neq [x]_A^\succ \) for some \( x \in U \), then we call that classification \( U/R_B^\succ \) is properly finer than \( U/R_A^\succ \), denoted by \( U/R_B^\succ \subset U/R_A^\succ \).

From the definition of \( R^\succ \bowtie A \) and \( [x]^\bowtie A \), we can obtain some properties as follows.

**Proposition 2.1.** Let \( I^\bowtie = (U, AT, V, f) \) be an intuitionistic fuzzy ordered information system, and \( A \subseteq AT \), we can have
\[
R^\bowtie A = \bigcap_{a \in A} R^\bowtie \{a\}.
\]

**Proposition 2.2.** Let \( I^\bowtie = (U, AT, V, f) \) be an intuitionistic fuzzy ordered information system, and \( A \subseteq AT \). Then
(1) \( R^\bowtie A \) is reflexive,
(2) \( R^\bowtie A \) is unsymmetric, and
(3) \( R^\bowtie A \) is transitive.

**Proposition 2.3.** Let \( I^\bowtie = (U, AT, V, f) \) be an intuitionistic fuzzy ordered information system, and \( A, B \subseteq AT \), we have the following results.
(1) If \( B \subseteq A \), then \( R^\bowtie \subseteq R_B^\bowtie \).
(2) If \( B \subseteq A \), then \( [x]_B^\bowtie \subseteq [x]_A^\bowtie \).
(3) If \( x_j \in [x]_A^\bowtie \), then \( [x_j]_B^\bowtie \subseteq [x]_B^\bowtie \) and \( [x]_A^\bowtie = \bigcup \{ [x_j]_A^\bowtie \mid x_j \in [x]_A^\bowtie \} \).
(4) \( [x]_A^\bowtie = [x]_A^\bowtie \) iff \( \mu_a(x_j) = \mu_a(x_j) \) and \( \nu_a(x_j) = \nu_a(x_j) \) for all \( a \in A \).

These properties mentioned above can be understood through the following example.

**Example 2.2.** (Continued from Example 2.1) Computing the classification induced by the dominance relation \( R_B^\bowtie \) in Table 1.

From the table, One can obtain that
\[
[x_1]_{AT}^\bowtie = \{x_1, x_2, x_3, x_5, x_6\};
\]
\[
[x_2]_{AT}^\bowtie = \{x_2, x_5, x_6\};
\]
\[
[x_3]_{AT}^\bowtie = \{x_2, x_3, x_4, x_5, x_6\};
\]
\[
[x_4]_{AT}^\bowtie = \{x_4, x_6\};
\]
\[
[x_5]_{AT}^\bowtie = \{x_5\};
\]
\[
[x_6]_{AT}^\bowtie = \{x_6\}.
\]
If take $A = \{a_1, a_3\} \subseteq AT$, we can get that

\[
\begin{align*}
[x_1]_A^\supseteq &= \{x_1, x_2, x_3, x_4, x_5, x_6\}; \\
[x_2]_A^\supseteq &= \{x_2, x_5, x_6\}; \\
[x_3]_A^\supseteq &= \{x_2, x_3, x_4, x_5, x_6\}; \\
[x_4]_A^\supseteq &= \{x_4, x_6\}; \\
[x_5]_A^\supseteq &= \{x_2, x_5, x_6\}; \\
[x_6]_A^\supseteq &= \{x_6\}.
\end{align*}
\]

Obviously, $[x_i]_A^\supseteq \subseteq [x_i]_A^\supseteq \subseteq [x_i]_A^\approx\supseteq$.

According to this example, we can easily verify above propositions of intuitionistic fuzzy ordered information systems.

3. Rough Set Approach to IFOIS

In this section, we investigate the problem of set approximation with respect to a dominance relation $R^{\supseteq}_A$ in intuitionistic fuzzy ordered information systems.

**Definition 3.1.** Let $I^{\supseteq} = (U, AT, V, f)$ be an intuitionistic fuzzy ordered information system. For any $X \subseteq U$ and $A \subseteq AT$, the upper and lower approximations of $X$ with respect to the dominance relation $R^{\supseteq}_A$ are defined as follows:

\[
\begin{align*}
R^{\approx\supseteq}_A(X) &= \{x \in U | [x]_A^{\approx\supseteq} \cap X \neq \emptyset\}; \\
R^{\approx\supseteq}_A(X) &= \{x \in U | [x]_A^{\approx\supseteq} \subseteq X\}.
\end{align*}
\]

From above definition, one can briefly notice that $R^{\approx\supseteq}_A(X)$ is a set of objects that belong to $X$ with certainty and $R^{\approx\supseteq}_A(X)$ is a set of objects that probably belong to $X$. If $R^{\approx\supseteq}_A(X) \neq R^{\approx\supseteq}_A(X)$, we say the subset $X$ of $U$ is rough, otherwise $X$ is precise.

$Bn_A(X) = R^{\approx\supseteq}_A(X) - R^{\approx\supseteq}_A(X)$ is called a boundary of the rough set.

Moreover, we can directly obtain the following results.

**Proposition 3.1.** Let $I^{\supseteq} = (U, AT, V, f)$ be an intuitionistic fuzzy ordered information system and $A \subseteq AT$. For any $X \subseteq U$, the following always hold.

1. $R^{\approx\supseteq}_A(X) \subseteq R^{\approx\supseteq}_A(X)$ and $R^{\approx\supseteq}_A(X) \supseteq R^{\approx\supseteq}_A(X)$.
2. If $R^{\approx\supseteq}_A = R^{\approx\supseteq}_A$, then $R^{\approx\supseteq}_A(X) = R^{\approx\supseteq}_A(X)$ and $R^{\approx\supseteq}_A(X) = R^{\approx\supseteq}_A(X)$.

**Proposition 3.2.** Let $I^{\supseteq} = (U, AT, V, f)$ be an intuitionistic fuzzy ordered
information system. For any \( X, Y \subseteq U \) and \( A \subseteq AT \), then

\[
\begin{align*}
(1L) & \quad R^\uparrow_A(X) \subseteq X & \text{(Contraction)} \\
(1U) & \quad X \subseteq R^\downarrow_A(X) & \text{(Extension)} \\
(2) & \quad R^\uparrow_A(\sim X) = \sim R^\downarrow_A(X) & \text{(Duality)} \\
(3L) & \quad R^\uparrow_A(\emptyset) = \emptyset & \text{(Normality)} \\
(3U) & \quad R^\downarrow_A(\emptyset) = \emptyset & \text{(Normality)} \\
(4L) & \quad R^\uparrow_A(U) = U & \text{(Co-normality)} \\
(4U) & \quad R^\downarrow_A(U) = U & \text{(Co-normality)} \\
(5L) & \quad R^\uparrow_A(X \cap Y) = R^\uparrow_A(X) \cap R^\uparrow_A(Y) & \text{(Multiplication)} \\
(5U) & \quad R^\downarrow_A(X \cup Y) = R^\downarrow_A(X) \cup R^\downarrow_A(Y) & \text{(Addition)} \\
(5L') & \quad R^\uparrow_A(X \cup Y) \supseteq R^\uparrow_A(X) \cup R^\uparrow_A(Y) & \text{(F-Multiplication)} \\
(5U') & \quad R^\downarrow_A(X \cap Y) \subseteq R^\downarrow_A(X) \cap R^\downarrow_A(Y) & \text{(F-Addition)} \\
(6L) & \quad X \subseteq Y \Rightarrow R^\uparrow_A(X) \subseteq R^\uparrow_A(Y) & \text{(Monotone)} \\
(6U) & \quad X \subseteq Y \Rightarrow R^\downarrow_A(X) \subseteq R^\downarrow_A(Y) & \text{(Monotone)} \\
(7L) & \quad R^\uparrow_A(R^\uparrow_A(X)) = R^\uparrow_A(X) & \text{(Idempotency)} \\
(7U) & \quad R^\downarrow_A(R^\downarrow_A(X)) = R^\downarrow_A(X) & \text{(Idempotency)}
\end{align*}
\]

**Proof.** The proof are similar to the case of properties in Ref. 31. \(\square\)

**Example 3.1.** Consider the intuitionistic fuzzy ordered information system in Table 1.

According to Examples 2.1 and 2.2, computing the upper and lower approximation of decision attribute \( d \).

One can obtain that \( d = \{D_1, D_2, D_3\} \), where

\[
\begin{align*}
D_1 &= [x_1]_d^* = [x_5]_d^* = \{x_1, x_5\}, \\
D_2 &= [x_2]_d^* = [x_4]_d^* = \{x_2, x_4\}, \\
D_3 &= [x_3]_d^* = [x_6]_d^* = \{x_3, x_6\}.
\end{align*}
\]

Then, we have

\[
\begin{align*}
\overline{R^\uparrow_A(D_1)} &= \{x_5\}, & \overline{R^\downarrow_A(D_1)} &= \{x_1, x_2, x_3, x_5\}; \\
\overline{R^\uparrow_A(D_2)} &= \emptyset, & \overline{R^\downarrow_A(D_2)} &= \{x_1, x_2, x_3, x_4, x_5\}; \\
\overline{R^\uparrow_A(D_3)} &= \{x_6\}, & \overline{R^\downarrow_A(D_3)} &= \{x_1, x_2, x_3, x_4, x_5, x_6\}.
\end{align*}
\]
4. Ranking for Objects in IFOIS

In general, there are two classes of problems in intelligent decision-making. One is to find satisfactory results through ranking with information aggregation. And the other is to find dominance rules through relations.

In this section, we mainly investigate that how to rank all objects by the dominance relation in an ordered information system based on intuitionistic fuzzy relation.

**Definition 4.1.** Let $\mathcal{I}^\text{lin} = (U, AT, V, f)$ be an ordered information system based on intuitionistic fuzzy relation and $A \subseteq AT$. Domination degree between two objects $x_i, x_j \in U$ with respect to the dominance relation $R^\text{lin}_A$ is defined as

$$d_A(x_i, x_j) = 1 - \frac{|[x_i]^\text{lin}_A \cap (\sim [x_j]^\text{lin}_A)|}{|U|}.$$  

We say that dominance degree of $x_i$ to $x_j$ is $d_A(x_i, x_j)$.

From the definition, the dominance degree $d_A(x_i, x_j)$ depict the proportion of some objects which are as least as good as $x_j$ in dominance class $[x_i]^\text{lin}_A$. Moreover, we can obtain the following properties.

**Proposition 4.1.** Let $\mathcal{I}^\text{lin} = (U, AT, V, f)$ be an ordered information system based on intuitionistic fuzzy relation, $A \subseteq AT$ and dominance degree between two objects $x_j$ and $x_i$ be $d_A(x_i, x_j)$ with respect to the dominance relation $R^\text{lin}_A$, then the following hold.

1. $0 \leq d_A(x_i, x_j) \leq 1$ and $d_A(x_i, x_i) = 1$.
2. If $x_i \in [x_j]^\text{lin}_A$, then $d_A(x_i, x_j) = 1$.
3. If $x_j \in [x_k]^\text{lin}_A$, then $d_A(x_i, x_j) \leq d_A(x_i, x_k)$.
4. If $x_j \in [x_k]^\text{lin}_A$ and $x_k \in [x_i]^\text{lin}_A$, then $d_A(x_i, x_j) \leq d_A(x_k, x_j)$ and $d_A(x_i, x_j) \leq d_A(x_i, x_k)$.

**Proof.**

1. is directly obtained by the definition.

2. Since $x_i \in [x_j]^\text{lin}_A$, one can have $[x_i]^\text{lin}_A \subseteq [x_j]^\text{lin}_A$ by Proposition 3.3. So, we have $|[x_i]^\text{lin}_A \cap (\sim [x_j]^\text{lin}_A)| = 0$. That is to say

$$d_A(x_i, x_j) = 1 - \frac{|[x_i]^\text{lin}_A \cap (\sim [x_j]^\text{lin}_A)|}{|U|} = 1.$$  

3. If $x_j \in [x_k]^\text{lin}_A$, then we can obtain $[x_j]^\text{lin}_A \subseteq [x_k]^\text{lin}_A$. So we have $(\sim [x_j]^\text{lin}_A) \supseteq (\sim [x_k]^\text{lin}_A)$. Thus

$$\frac{|[x_i]^\text{lin}_A \cap (\sim [x_j]^\text{lin}_A)|}{|U|} \geq \frac{|[x_i]^\text{lin}_A \cap (\sim [x_k]^\text{lin}_A)|}{|U|}.$$
Thus
\[ d_A(x_i, x_j) \leq d_A(x_i, x_k). \]

(4) If \( x_j \in [x_k]_A^{\leq} \) and \( x_k \in [x_i]_A^{\leq} \), then we can obtain \([x_j]_A^{\leq} \subseteq [x_k]_A^{\leq} \subseteq [x_i]_A^{\leq} \). That is \((\sim [x_j]_A^{\leq}) \supseteq (\sim [x_k]_A^{\leq}) \supseteq (\sim [x_i]_A^{\leq})\) hold. So we have
\[
\frac{[x_i]_A^{\leq} \cap (\sim [x_j]_A^{\leq})}{|U|} \geq \frac{[x_k]_A^{\leq} \cap (\sim [x_j]_A^{\leq})}{|U|},
\]
and
\[
\frac{[x_i]_A^{\leq} \cap (\sim [x_j]_A^{\leq})}{|U|} \geq \frac{[x_i]_A^{\leq} \cap (\sim [x_k]_A^{\leq})}{|U|}.
\]
Thus
\[ d_A(x_i, x_j) \leq d_A(x_k, x_j), \quad d_A(x_i, x_j) \leq d_A(x_i, x_k). \]

The proposition was proved. \( \square \)

**Definition 4.2.** Let \( \mathcal{I}^{\leq} = (U, AT, V, f) \) be an ordered information system based on intuitionistic fuzzy relation and \( A \subseteq AT \). Denote

\[ M^{\leq}_A = (r_{ij})_{|U| \times |U|}, \]
where \( r_{ij} = d_A(x_i, x_j) \).

Then, we call the matrix \( M^{\leq}_A \) to be a dominance matrix with respect to \( A \) induced by the intuitionistic fuzzy dominance relation \( R^{\leq}_A \).

Moreover, if denote

\[ d_A(x_i) = \frac{1}{|U|} \sum_{x_j \in U} d_A(x_i, x_j), \]
then we call \( d_A(x_i) \) to be dominance degree of \( x_i \) with respect to relation \( R^{\leq}_A \), for every \( x_i \in U \).

By definition of dominance matrix and dominance degree of the object with respect to relation \( R^{\leq}_A \), we can directly receive the following properties. For all \( x_i \in U \), the degree can be calculated according to the following formula

\[ d_A(x_i) = \frac{1}{|U|} \sum_{j=1}^{|U|} r_{ij}. \]

As a result of the above discussions, we come to the following two corollaries.

**Corollary 4.1.** Let \( \mathcal{I}^{\leq} = (U, AT, V, f) \) be an ordered information system based on intuitionistic fuzzy relation and \( A \subseteq AT \). If \( R^{\leq}_A = R^{\leq}_{AT} \), then \( d_A(x_i, x_j) = d_{AT}(x_i, x_j) \), \( d_A(x_i) = d_{AT}(x_i) \) and \( M^{\leq}_A = M^{\leq}_{AT} \), for \( x_i, x_j \in U \).

From the dominance degree of each object on the universe, we can rank all objects according to the number of \( d_A \). A larger number implies a better object. This idea can be understood by the following example.
Example 4.1. (Continued From Example 3.1.) Rank all objects in $U$ according to the dominance relation $R^{\preceq}_{AT}$ in the system of Example 3.1.

By Example 3.2, we can easily obtain the dominance degree of two objects and dominance matrix in the system as follows:

$$M^{\preceq}_{AT} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 \\
\frac{1}{3} & \frac{1}{3} & 1 & 0 & 0 & 0 \\
\frac{1}{5} & \frac{1}{5} & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 1 & 1
\end{pmatrix}.$$ 

So, we can have $d_{AT}(x_1) = 0.69$, $d_{AT}(x_2) = 0.83$, $d_{AT}(x_3) = 0.58$, $d_{AT}(x_4) = 0.86$, $d_{AT}(x_5) = 0.97$, $d_{AT}(x_6) = 0.97$.

Therefore, according the above we rank all objects in the following.

$x_5 = x_6 \succeq x_4 \succeq x_2 \succeq x_1 \succeq x_3$.

5. Approximation Reduction and Rules Extracted from IFODIS

The approximation reduction proposed by Mi et al. is an important attribute reduction, which can be used to simplify an inconsistent classical decision table [14], and extract more briefer rules. So far, however, there is not any practical approach to attribute reduction in intuitionistic fuzzy ordered decision information system. In this section, we present the notions of lower approximation reduction and upper approximation reductions in intuitionistic fuzzy ordered decision information system, and then we develop the method based on discernibility matrix to compute all approximation approximation reductions. Moreover, we investigate rules extracted from intuitionistic fuzzy ordered decision information system.

Definition 5.1. Let $I^{\preceq} = (U, AT \cup \{d\}, V, f)$ be an IFODIS and $B \subseteq AT$.

If $R^{\preceq}_{B}(D_i) = R^{\preceq}_{AT}(D_i)$ for any $D_i \in U/R^{\preceq}_{B}$, then we say that $B$ is upper approximation consistent set of this information system. Moreover, if any proper subset of $B$ is not the upper approximation consistent set, then $B$ is called to one upper approximation reduction of this information system.

If $R^{\succeq}_{B}(D_i) = R^{\succeq}_{AT}(D_i)$ for any $D_i \in U/R^{\succeq}_{B}$, then we say that $B$ is lower approximation consistent set of this information system. Moreover, if any proper subset of $B$ is not a lower approximation consistent set, then $B$ is called to one lower approximation reduction of this information system.

From above definition, one can find that upper and lower approximation consistent sets preserve the upper and lower approximations of the fuzzy decision respectively.
Detailed judgment theorems of upper and lower approximation reductions will be proposed in the following two propositions.

**Proposition 5.1.** Let $\mathcal{I}^\preceq = (U, AT \cup \{d\}, V, f)$ be an IFODIS and $B \subseteq AT$. Attribute set $B$ is an upper approximation consistent set iff $x \not\in \overline{R^+_D}(D_i), y \in \overline{R^-_D}(D_i)$ for some $D_i \in U/R^+_d$, then there must exist $a \in B$ such that $f(x, a) \not\leq_L y$, $f(y, a)$. 

**Proof.** “$\Longrightarrow$” Suppose that the conclusion does not holds, that is to say that if exist $D_i$ such that $x \not\in \overline{R^+_D}(D_i), y \in \overline{R^-_D}(D_i)$, then $f(x, a) \leq_L y, f(y, a)$ for any $a \in B$. So we can obtain $y \in [x^*_B]$, which implies $[y^*_B] \subseteq [x^*_B]$. And, by the upper approximation definition, we have known that $\overline{R^+_D}(D_i) = \overline{R^+_D}(D_i)$ for any $D_i \in U/R^+_d, y \in \overline{R^-_D}(D_i)$, i.e., $[y^*_B] \subseteq [y^*_B]$. Therefore, one can get $[x^*_B] \cap D_i \neq \emptyset$, we have $x \in \overline{R^+_D}(D_i) = \overline{R^+_D}(D_i)$. Obviously, this is a contradiction.

“$\Longleftarrow$” Suppose that $B$ is not an upper approximation consistent set, then there exist certainly one $D_i \in U/R^+_d$ such that $\overline{R^+_D}(D_i) \neq \overline{R^-_D}(D_i)$, i.e., exist $x_0 \in U$ such that $x_0 \not\in \overline{R^+_D}(D_i)$ and $x_0 \in \overline{R^-_D}(D_i)$. Then we have $[x_0]_{\overline{U/R^+_d}} \cap D_i = \emptyset$ and $[x_0]_{\overline{U/R^-_d}} \cap D_i \neq \emptyset$. Then exist $y_0 \in [x_0]_{\overline{U/R^+_d}} \cap D_i$, we have $y_0 \in [y_0]_{\overline{U/R^-_d}} \cap D_i$, therefore $y_0 \in \overline{R^+_D}(D_i)$. Thus there must exist $a \in B$ such that $f(x, a) \not\leq_L y$, $f(y, a)$, then $y_0 \not\in [x_0]_{\overline{U/R^+_d}}$. Obviously, this is a contradiction.

The proposition is proved.

**Proposition 5.2.** Let $\mathcal{I}^\preceq = (U, AT \cup \{d\}, V, f)$ be an IFODIS and $B \subseteq AT$. Attribute set $B$ is an lower approximation consistent set iff $x \in \overline{R^-_D}(D_i), y \not\in \overline{R^+_D}(D_i)$ for some $D_i \in U/R^+_d$, then there must exist $a \in B$ such that $f(x, a) \not\leq_L y, f(y, a)$.

**Proof.** It is similar to Proposition 5.1.

Propositions 5.1 and 5.2 provide an approach to judge whether a subset of condition attributes is a lower and upper approximation consistent set or not, respectively.

**Definition 5.2.** Let $\mathcal{I}^\preceq = (U, AT \cup \{d\}, V, f)$ be an IFODIS and $B \subseteq AT$. If we denote, for $x_i, x_j \in U$,

$$UD_d^* = \{ (x_i, x_j) \mid x_i \not\in \overline{R^+_D}(D_i), x_j \in \overline{R^-_D}(D_i) \}, \ \exists D_i \in U/R^+_d$$

$$LD_d^* = \{ (x_i, x_j) \mid x_i \in \overline{R^-_D}(D_i), x_j \not\in \overline{R^-_D}(D_i) \}, \ \exists D_i \in U/R^+_d$$

$$UD_d(x_i, x_j) = \begin{cases} \{ a \in C \mid f(x_i, a) \not\leq_L f(x_j, a) \}, & (x_i, x_j) \in UD_d^* \\ \emptyset, & (x_i, x_j) \not\in UD_d^* \end{cases}$$
Let $B$ be an IFODIS and $B \subseteq AT$. Subset $B$ is upper approximation consistent set if and only if $B \cap U \cap D(x_i, x_j) \neq \emptyset$ for all $(x_i, x_j) \in U \cap D^*$.

**Proof.** “$\Rightarrow$” From $(x_i, x_j) \in U \cap D^*$, then exist $D_i \in U / R^*_d$ such that $x \notin \overline{R^*_d}(D_i)$, $y \in \overline{R^*_d}(D_i)$. By proposition 5.1, we can know that there exist certainly $a \in B$ such that $f(x, a) \not\preceq_L f(x, a)$. So $a \in U \cap D(x_i, x_j)$ according to the above definition. Hence, $B \cap U \cap D(x_i, x_j)(x_i, x_j) \neq \emptyset$.

“$\Leftarrow$” For all $(x_i, x_j) \in U \cap D^*$, i.e., $x_i \notin \overline{R^*_d}(D_i)$, $x_j \in \overline{R^*_d}(D_i)$, if $B \cap U \cap D(x_i, x_j) \neq \emptyset$, then there exist certainly $a \in B$ such that $a \in U \cap D(x_i, x_j)$, which implies that $f(x, a) \not\preceq_L f(x, a)$. By Proposition 5.1, we can obtain that $B$ is an upper approximation consistent set of the system $I^i$. 

**Proposition 5.4.** Let $I^i = (U, AT \cup \{d\}, V, f)$ be an IFODIS and $B \subseteq AT$. Subset $B$ is lower approximation consistent set if and only if $B \cap L \cap D(x_i, x_j) \neq \emptyset$ for all $(x_i, x_j) \in L \cap D^*_d$.

**Proof.** It is similar to Proposition 5.3. 

**Definition 5.3.** Let $I^i = (U, AT \cup \{d\}, V, f)$ be an IFODIS. $UM_d$ and $LM_d$ be upper and lower approximation discernibility matrices of the system $I^i$ respectively. If denote

\[
UM_d = \bigwedge \{ \forall \{a \mid a \in U \cap D(x_i, x_j)\}, x_i, x_j \in U \}
\]
\[
= \bigwedge \{ \forall \{a \mid a \in U \cap D(x_i, x_j)\}, (x_i, x_j) \in U \cap D^*_d \},
\]
\[
LM_d = \bigwedge \{ \forall \{a \mid a \in L \cap D(x_i, x_j)\}, x_i, x_j \in U \}
\]
\[
= \bigwedge \{ \forall \{a \mid a \in L \cap D(x_i, x_j)\}, (x_i, x_j) \in L \cap D^*_d \};
\]
then $UM_d$ and $LM_d$ are called discernibility formulas of upper and lower approximation of the system $I^i$ respectively.
Proposition 5.5. Let $\mathcal{I}_1^{\preceq} = (U, AT \cup \{d\}, V, f)$ be an IFODIS. The minimal disjunctive normal form of discernibility formula of upper approximation is

\begin{equation*}
UF_d = \bigvee_{k=1}^{p} \left( \bigwedge_{s=1}^{q_k} a_s \right).
\end{equation*}

Denote $UB^k_d = \{a_s \mid s = 1, 2, \cdots, q_k\}$, then $\{UB^k_d \mid k = 1, 2, \cdots, p\}$ is just set of all upper approximation reductions of $\mathcal{I}_1^{\preceq}$.

Proof. For any $(x_i, x_j) \in UD^*_d$ by the definition of minimum alternative normal form, we have that $UB^k_d$ is upper approximation consistent set. If one element of $UB^k_d$ is reduced in $UF_d = \bigvee_{k=1}^{p} (UB^k_d)$, without loss of generality the result denoted by $UB^k_d'$, then there exist certainly $(x_{i_0}, x_{j_0}) \in UD^*_d$ such that $UB^k_d' \cap UD^*_d(x_{i_0}, x_{j_0}) = \emptyset$. So $UB^k_d'$ is not an upper approximation consistent set. So $UB^k_d$ is an upper approximation reduction of the ordered decision table $\mathcal{I}_1^{\preceq}$.

On the other hand, we have known that the discernibility formula of upper approximation includes all $UD^*_d(x_i, x_j)$. Thus there is not other upper approximation reduction besides of $UB^k_d$.

The proof is completed. □

Proposition 5.6. Let $\mathcal{I}_1^{\preceq} = (U, AT \cup \{d\}, V, f)$ be an IFODIS. The minimal disjunctive normal form of discernibility formula of lower approximation is

\begin{equation*}
LF_d = \bigvee_{k=1}^{p} \left( \bigwedge_{s=1}^{q_k} a'_s \right).
\end{equation*}

Denote $LB^k_d = \{a'_s \mid s = 1, 2, \cdots, q_k\}$, then $\{LB^k_d \mid k = 1, 2, \cdots, p\}$ is just set of all lower approximation reductions of $\mathcal{I}_1^{\preceq}$.

Proof. It is similar to Proposition 5.5. □

Example 5.1. (Continued from Example 3.1) Compute the upper approximation reduction and lower approximation reduction of the ordered decision table with fuzzy decision in Table 1.

By computing, we can easily obtain the upper and lower approximation discernibility matrices in the following tables (See Tables 2 and 3).

Therefore, by Propositions 5.5 and 5.6, we have

\begin{align*}
UF_d &= (a_1 \lor a_2 \lor a_3) \land (a_1 \lor a_3) \land (a_1 \lor a_2) \land (a_3) \\
&= (a_1 \lor a_2) \land (a_3) \\
&= (a_1 \land a_3) \lor (a_2 \land a_3),
\end{align*}

\begin{align*}
LF_d &= (a_1 \lor a_2 \lor a_3) \land (a_1 \lor a_3) \land (a_1 \lor a_2) \land (a_2 \land a_3) \\
&= (a_2 \land a_3).
\end{align*}
Thus, we can conclude that \{a_1, a_3\} and \{a_2, a_3\} are all the upper approximation reductions, and \{a_2, a_3\} is all the lower approximation reduction of IFODIS, which accord with the result of Example 2.1.

In an ordered information system, an atomic expression over a single attribute \(a\) is defined as \((a, \geq)\). For any \(A \subseteq AT\), an expression over \(A\) in ordered information systems is defined by \(\bigwedge_{a \in A} e(a)\), where \(e(a)\) is an atomic expression over \(a\). Given \(a \in AT\), \(v_1 \in V_a\), an atomic formula over a single attribute \(a\) is defined as \((a, \geq, v_1)\). For any \(A \subseteq AT\), a formula over \(A\) in ordered information system is denoted by \(\mathcal{M}(A)\). Let the formulas \(\phi \in \mathcal{M}(A)\), \(||\phi||\) denotes the set of objects satisfying formula \(\phi\). For example, \((a, \geq, v_1)\), is atomic formula, then

\[||\left(\begin{array}{c} a \geq v_1 \end{array}\right)|| = \{x \in U | f(x, a) \geq v_1\}.\]

However, in an intuitionistic fuzzy ordered information system, we modify the definition of a formula over \(a\) according to the dominance relation \(R^\preceq_A\) as follows

\[||\left(\begin{array}{c} a \geq v_1 \end{array}\right)|| = \{x \in U | f(x, a) \succeq v_1\},\]

where \(f(x, a) \succeq v_1\) denotes that \(\mu_a(x) \geq \mu_{v_1}(x)\) and \(\nu_a(x) \leq \nu_{v_1}(x)\), \(v_1 = (\mu_{v_1}, \nu_{v_1})\).

Now we consider an IFODTS \(I^{\preceq} = (U, AT \cup \{d\}, V, f)\) and a subset of attributes \(A \subseteq AT\). For formulas \(\phi \in \mathcal{M}(A)\), a decision rule, denoted by \(\phi \rightarrow \varphi\), is read “if \(\phi\) then \(\varphi\).” The formula \(\phi\) is called the rule’s antecedent, and the formula \(\varphi\) is called...
the rules consequent. We say that an object supports a decision rule if it matches both the condition and the decision parts of the rule. On the other hand, an object is covered by a decision rule if it matches the condition parts of the rule.

There are two types of dominance rules to be considered as follows:

(1) certain dominance rules with the following syntax:
\[
\text{if } (f(x,a_1) \succeq v_{a_1}) \land (f(x,a_2) \succeq v_{a_2}) \land \cdots \land (f(x,a_k) \succeq v_{a_k}), \text{ then } x \in D_i;
\]

(2) possible dominance rules with the following syntax:
\[
\text{if } (f(x,a_1) \succeq v_{a_1}) \land (f(x,a_2) \succeq v_{a_2}) \land \cdots \land (f(x,a_k) \succeq v_{a_k}), \text{ then } x \text{ possible belong to } D_i.
\]

Now we employ an example to illustrate dominance rules extracted from intuitionistic fuzzy ordered decision information system.

**Example 5.2.** (Continued from Examples 3.1 and 5.1) Let us consider an IFODIS in Table 1.

We can obtain the following set of dominance rules from the Table 1:

(1) certain dominance rules with the following syntax:
\[
\begin{align*}
&\text{r}_1 : (a_1 \succeq (0.8, 0.1)) \land (a_2 \succeq (0.8, 0.1)) \land (a_3 \succeq (0.6, 0.4)) \rightarrow (d = 3) // \text{ supported by objects } x_5; \\
&\text{r}_2 : (a_1 \succeq (0.8, 0.1)) \land (a_2 \succeq (0.6, 0.4)) \land (a_3 \succeq (0.8, 0.1)) \rightarrow (d = 1) // \text{ supported by objects } x_6;
\end{align*}
\]

(2) possible dominance rules with the following syntax:
\[
\begin{align*}
&\text{r}_3 : (a_1 \succeq (0.2, 0.7)) \land (a_2 \succeq (0.6, 0.4)) \land (a_3 \succeq (0.5, 0.2)) \rightarrow (d = 1) \lor (d = 2) \lor (d = 3) // \text{ supported by objects } x_1; \\
&\text{r}_4 : (a_1 \succeq (0.8, 0.1)) \land (a_2 \succeq (0.6, 0.4)) \land (a_3 \succeq (0.6, 0.4)) \rightarrow (d = 1) \lor (d = 2) \lor (d = 3) // \text{ supported by objects } x_2; \\
&\text{r}_5 : (a_1 \succeq (0.2, 0.7)) \land (a_2 \succeq (0.1, 0.8)) \land (a_3 \succeq (0.6, 0.4)) \rightarrow (d = 1) \lor (d = 2) \lor (d = 3) // \text{ supported by objects } x_3; \\
&\text{r}_6 : (a_1 \succeq (0.3, 0.5)) \land (a_2 \succeq (0.1, 0.8)) \land (a_3 \succeq (0.8, 0.1)) \rightarrow (d = 2) \lor (d = 3) \text{ supported by objects } x_4.
\end{align*}
\]

Where \(r_1, r_2\) are certain dominance rules, \(r_3, r_4, r_5, r_6\) are possible dominance rules.

According to Example 5.1, we know the attribute \(a_1\) is not necessary to extract certain dominance rules, and the attribute \(a_3\) is indispensable to extract possible dominance rules. Through a upper and lower approximation reduction, one can obtain more briefer dominance rules. For example, by taking the upper approximation reduction \(\{a_1, a_3\}\) and lower approximation reduction \(\{a_2, a_3\}\). The six dominance rules in Example 5.2 can be simply represented as follows:

(3) certain dominance rules with the following syntax:
\[
\begin{align*}
&\text{r}_1 : (a_2 \succeq (0.8, 0.1)) \land (a_3 \succeq (0.6, 0.4)) \rightarrow (d = 3) // \text{ supported by objects } x_5; \\
&\text{r}_2 : (a_2 \succeq (0.6, 0.4)) \land (a_3 \succeq (0.8, 0.1)) \rightarrow (d = 1) // \text{ supported by objects } x_6;
\end{align*}
\]
(4) possible dominance rules with the following syntax:
\[ r_3 : (a_1 \succeq (0.2, 0.7)) \land (a_3 \succeq (0.5, 0.2)) \rightarrow (d = 1) \lor (d = 2) \lor (d = 3) // supported by objects \ x_1; \]
\[ r_4 : (a_1 \succeq (0.8, 0.1)) \land (a_3 \succeq (0.6, 0.4)) \rightarrow (d = 1) \lor (d = 2) \lor (d = 3) // supported by objects \ x_2; \]
\[ r_5 : (a_1 \succeq (0.8, 0.1)) \land (a_3 \succeq (0.6, 0.4)) \rightarrow (d = 1) \lor (d = 2) \lor (d = 3) // supported by objects \ x_3; \]
\[ r_6 : (a_1 \succeq (0.3, 0.5)) \land (a_3 \succeq (0.8, 0.1)) \rightarrow (d = 2) \lor (d = 3) // supported by objects \ x_4. \]

Where \( r_1, r_2 \) are certain dominance rules, \( r_3, r_4, r_5, r_6 \) are possible dominance rules.

6. Case Study

Fund has become an increasingly important source of financing for people. For a decision maker, he may need to adopt a better one from some possible fund projects or find some directions from existing successful fund projects before investing. The purpose of this section is, through a fund investment issue, to illustrate how to make a decision by using the approaches proposed in this paper.

Let us consider an fund investment issue. There are ten fund projects \( x_i \) \((i = 1, 2, \ldots, 10)\) can be considered. They can be evaluated from the view of profit factors. Profit factors are classified into five factors, which are market, technology, management, environment and production. These five factors are all increasing preference and the value of each project under each factor is given by an evaluation expert through an intuitionistic number. Table 4 is an evaluation table about fund investment given by an expert, where \( U = \{x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}\} \), \( AT = \{\text{Market, Technology, Management, Environment, Production}\} \) and \( d = \{\text{Venture}\} \). For convenience, in the sequel, \( Mr, T, Mn, E, Pd \) and \( Pf \) will stand for Market, Technology, Management, Environment, Production, and Profit, respectively.

Table 4. An intuitionistic fuzzy ordered information system about fund investment.

<table>
<thead>
<tr>
<th>( U )</th>
<th>Market</th>
<th>Technology</th>
<th>Management</th>
<th>Environment</th>
<th>Production</th>
<th>Profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>(0.3, 0.5)</td>
<td>(0.6, 0.4)</td>
<td>(0.5, 0.2)</td>
<td>(0.7, 0.1)</td>
<td>(0.5, 0.4)</td>
<td>Low</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>(0.2, 0.7)</td>
<td>(0.1, 0.8)</td>
<td>(0.4, 0.5)</td>
<td>(0.2, 0.7)</td>
<td>(0.2, 0.8)</td>
<td>Low</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>(0.2, 0.7)</td>
<td>(0.1, 0.8)</td>
<td>(0.4, 0.5)</td>
<td>(0.7, 0.1)</td>
<td>(0.2, 0.8)</td>
<td>Low</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>(0.1, 0.8)</td>
<td>(0.1, 0.8)</td>
<td>(0.1, 0.8)</td>
<td>(0.2, 0.7)</td>
<td>(0.2, 0.8)</td>
<td>Low</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>(0.8, 0.1)</td>
<td>(0.8, 0.1)</td>
<td>(0.8, 0.1)</td>
<td>(0.9, 0.0)</td>
<td>(0.7, 0.1)</td>
<td>High</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>(0.4, 0.6)</td>
<td>(0.8, 0.1)</td>
<td>(0.6, 0.4)</td>
<td>(0.9, 0.0)</td>
<td>(0.7, 0.1)</td>
<td>Low</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>(0.3, 0.5)</td>
<td>(0.7, 0.3)</td>
<td>(0.5, 0.1)</td>
<td>(0.7, 0.1)</td>
<td>(0.6, 0.2)</td>
<td>High</td>
</tr>
<tr>
<td>( x_8 )</td>
<td>(0.7, 0.2)</td>
<td>(0.8, 0.1)</td>
<td>(0.7, 0.1)</td>
<td>(1.0, 0.0)</td>
<td>(0.7, 0.1)</td>
<td>High</td>
</tr>
<tr>
<td>( x_9 )</td>
<td>(0.7, 0.2)</td>
<td>(0.9, 0.0)</td>
<td>(0.7, 0.1)</td>
<td>(0.8, 0.2)</td>
<td>(0.9, 0.0)</td>
<td>High</td>
</tr>
<tr>
<td>( x_{10} )</td>
<td>(0.8, 0.1)</td>
<td>(0.9, 0.0)</td>
<td>(0.8, 0.1)</td>
<td>(0.6, 0.3)</td>
<td>(0.9, 0.0)</td>
<td>High</td>
</tr>
</tbody>
</table>
In what follows, we rank these five projects according to the number of

\[ D_{AT}(x_i) \]

where

\[ U/R^R_{AT} = \{ [x_1]^R_{AT}, [x_2]^R_{AT}, [x_3]^R_{AT}, [x_4]^R_{AT}, [x_5]^R_{AT}, [x_6]^R_{AT}, [x_7]^R_{AT}, [x_9]^R_{AT}, [x_8]^R_{AT}, [x_{10}]^R_{AT} \}, \]

From the definition of dominance degree, we can get the dominance matrix of this table with respect to \( U/R^R_{AT} \) as

\[
M^R_{AT} = \begin{bmatrix}
1 & 1 & 1 & 1 & 0.7 & 0.8 & 0.9 & 0.7 & 0.6 & 0.6 \\
0.5 & 1 & 0.7 & 1 & 0.2 & 0.4 & 0.4 & 0.2 & 0.2 & 0.2 \\
0.8 & 1 & 1 & 1 & 1 & 0.5 & 0.7 & 0.7 & 0.5 & 0.4 & 0.4 \\
0.4 & 0.9 & 0.6 & 1 & 0.1 & 0.3 & 0.3 & 0.1 & 0.1 & 0.1 \\
1 & 1 & 1 & 1 & 1 & 1 & 0.9 & 0.9 & 0.9 & 0.9 & 0.9 \\
0.9 & 1 & 1 & 1 & 0.8 & 1 & 0.9 & 0.8 & 0.7 & 0.7 \\
1 & 1 & 1 & 1 & 0.8 & 0.9 & 1 & 0.8 & 0.7 & 0.7 \\
1 & 1 & 1 & 1 & 0.9 & 1 & 1 & 1 & 0.9 & 0.9 \\
0.9 & 1 & 0.9 & 1 & 0.9 & 0.9 & 0.9 & 0.9 & 0.9 & 0.9 & 0.9 \\
0.9 & 0.9 & 1 & 0.9 & 0.9 & 0.9 & 0.9 & 0.9 & 0.9 & 0.9 & 0.9 & 1 \\
\end{bmatrix}.
\]

Therefore, one can obtain that

\[ D_{AT}(x_1) = 0.83, \quad D_{AT}(x_2) = 0.48, \quad D_{AT}(x_3) = 0.7, \quad D_{AT}(x_4) = 0.39, \]
\[ D_{AT}(x_5) = 0.97, \quad D_{AT}(x_6) = 0.88, \quad D_{AT}(x_7) = 0.89, \quad D_{AT}(x_8) = 0.97, \]
\[ D_{AT}(x_9) = 0.93, \quad D_{AT}(x_{10}) = 0.93. \]

In what follows, we rank these five projects according to the number of \( D_{AT}(x_i) \). A project with whole dominance degree implies that it has higher investment venture.
Thus, the investment profit of project $x_5$ and $x_8$ are highest and that of project $x_4$ is lowest. The decision maker may select the project $x_5$ and $x_8$ to invest.

From Table 4, it is easy to see that $d = \{D_1, D_2\}$, where

$$D_1 = \{x_1, x_2, x_3, x_4, x_6, x_7\}, \quad D_2 = \{x_5, x_8, x_9, x_{10}\}.$$

From Definition 3.1, we have that

$$R^U_{D_1}(D_1) = \emptyset, \quad R^U_{D_1}(D_2) = \{x_5, x_8, x_9, x_{10}\}, \quad R^U_{D_2}(D_2) = U.$$

Therefore, we can obtain the following set of dominance rules from the considered IFODIS:

1. certain dominance rules with the following syntax:
   $$r_1' : (Mr \geq (0.7, 0.2)) \land (T \geq (0.8, 0.1)) \land (Mn \geq (0.7, 0.1)) \land (E \geq (0.6, 0.3)) \land (P_T \geq (0.7, 0.1)) \rightarrow (P_f = \text{High})/\text{ supported by objects } x_5, x_8, x_9, x_{10}.$$

2. possible dominance rules with the following syntax:
   $$r_2' : (Mr \geq (0.3, 0.5)) \land (T \geq (0.6, 0.4)) \land (Mn \geq (0.5, 0.2)) \land (E \geq (0.7, 0.1)) \land (P_T \geq (0.5, 0.4)) \rightarrow (P_f = \text{Low})/\text{ supported by objects } x_1;$$
   $$r_3' : (Mr \geq (0.2, 0.7)) \land (T \geq (0.1, 0.8)) \land (Mn \geq (0.4, 0.5)) \land (E \geq (0.2, 0.7)) \land (P_T \geq (0.2, 0.8)) \rightarrow (P_f = \text{Low})/\text{ supported by objects } x_2;$$
   $$r_4' : (Mr \geq (0.2, 0.7)) \land (T \geq (0.1, 0.8)) \land (Mn \geq (0.4, 0.5)) \land (E \geq (0.7, 0.1)) \land (P_T \geq (0.2, 0.8)) \rightarrow (P_f = \text{Low})/\text{ supported by objects } x_3;$$
   $$r_5' : (Mr \geq (0.1, 0.8)) \land (T \geq (0.1, 0.8)) \land (Mn \geq (0.1, 0.8)) \land (E \geq (0.2, 0.7)) \land (P_T \geq (0.2, 0.8)) \rightarrow (P_f = \text{Low})/\text{ supported by objects } x_4;$$
   $$r_6' : (Mr \geq (0.4, 0.6)) \land (T \geq (0.8, 0.1)) \land (Mn \geq (0.6, 0.4)) \land (E \geq (0.9, 0.0)) \land (P_T \geq (0.7, 0.1)) \rightarrow (P_f = \text{Low})/\text{ supported by objects } x_6;$$
   $$r_7' : (Mr \geq (0.3, 0.5)) \land (T \geq (0.7, 0.3)) \land (Mn \geq (0.5, 0.1)) \land (E \geq (0.7, 0.1)) \land (P_T \geq (0.6, 0.2)) \rightarrow (P_f = \text{Low})/\text{ supported by objects } x_5, x_8, x_9, x_{10}.$$

To extract much simpler dominance rules, we compute the lower and upper approximation reductions of this decision system. The lower and upper approximation reductions of this decision system can be obtained by the proposed approximation reduction approach in Sec. 5. Tables 5 and 6 are upper and lower approximation discernibility matrix of Table 4.

From Tables 5 and 6, one can obtain that

$$LF = (a_1 \lor a_2 \lor a_3 \lor a_4 \lor a_5) \land (a_1 \lor a_2 \lor a_3 \lor a_5) \land (a_1 \lor a_2 \lor a_4 \lor a_5) \land (a_1 \lor a_2 \lor a_3)$$
$$= a_1 \lor a_3.$$

$$UF = (a_1 \lor a_2 \lor a_3 \lor a_4 \lor a_5) \land (a_1 \lor a_2 \lor a_3 \lor a_5) \land (a_1 \lor a_3 \lor a_4 \lor a_5) \land (a_1 \lor a_3)$$
$$= a_1 \lor a_3.$$
Table 5. Lower approximation discernibility matrix of Table 4.

<table>
<thead>
<tr>
<th>$x_i/x_j$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
<th>$x_7$</th>
<th>$x_8$</th>
<th>$x_9$</th>
<th>$x_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_2$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_3$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_4$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_5$</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>∅</td>
<td>a_{1a3}</td>
<td>AT</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_6$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_7$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_8$</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>∅</td>
<td>a_{1a3a4}</td>
<td>AT</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_9$</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>∅</td>
<td>a_{1a3a4}</td>
<td>AT</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>a_{1a2a3a5}</td>
<td>AT</td>
<td>a_{1a2a3a5}</td>
<td>AT</td>
<td>∅</td>
<td>a_{1a2a3a5}</td>
<td>a_{1a2a3a5}</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
</tbody>
</table>

Table 6. Upper approximation discernibility matrix of Table 4.

<table>
<thead>
<tr>
<th>$x_i/x_j$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
<th>$x_7$</th>
<th>$x_8$</th>
<th>$x_9$</th>
<th>$x_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_2$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_3$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_4$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_5$</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>∅</td>
<td>a_{1a3}</td>
<td>AT</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_6$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_7$</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_8$</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>∅</td>
<td>a_{1a3a4}</td>
<td>AT</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_9$</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>AT</td>
<td>∅</td>
<td>a_{1a3a4}</td>
<td>AT</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>a_{1a2a3a5}</td>
<td>AT</td>
<td>a_{1a2a3a5}</td>
<td>AT</td>
<td>∅</td>
<td>a_{1a2a3a5}</td>
<td>a_{1a2a3a5}</td>
<td>∅</td>
<td>∅</td>
<td>∅</td>
</tr>
</tbody>
</table>

Hence, there are only one lower approximation approximation reductions in this intuitionistic fuzzy ordered decision information system about fund investment, which is $\{\text{Market, Management}\}$. Lower approximation reduction is keeps certain dominance rules invariant. Through this lower approximation reduction, one can obtain more briefer certain dominance rules as following:

(3) certain dominance rules with the following syntax:

$$r_3^0: (Mr \succeq (0.7, 0.2)) \land (Mn \succeq (0.7, 0.1)) \rightarrow (P_f = \text{High})$$// supported by objects $x_5, x_8, x_9, x_{10}$.

There are only one upper approximation approximation reductions in this intuitionistic fuzzy ordered decision information system about fund investment, which is $\{\text{Market, Management}\}$. Upper approximation reduction is keeps possible dominance rules invariant. Through this upper approximation reduction, one can obtain more briefer possible dominance rules as following:

(4) possible dominance rules with the following syntax:

$$r_3^0: (Mr \succeq (0.3, 0.5)) \land (Mn \succeq (0.5, 0.2)) \rightarrow (P_f = \text{Low})$$// supported by objects $x_1$;
\[ r''_1: (M_{r} \succeq (0.2, 0.7)) \land (M_{n} \succeq (0.4, 0.5)) \rightarrow (P_{f} = \text{Low}) \]

\[ r''_2: (M_{r} \succeq (0.2, 0.7)) \land (M_{n} \succeq (0.4, 0.5)) \rightarrow (P_{f} = \text{Low}) \]

\[ r''_3: (M_{r} \succeq (0.1, 0.8)) \land (M_{n} \succeq (0.1, 0.8)) \rightarrow (P_{f} = \text{Low}) \]

\[ r''_4: (M_{r} \succeq (0.4, 0.6)) \land (M_{n} \succeq (0.6, 0.4)) \rightarrow (P_{f} = \text{Low}) \]

\[ r''_5: (M_{r} \succeq (0.3, 0.5)) \land (M_{n} \succeq (0.5, 0.1)) \rightarrow (P_{f} = \text{Low}) \]

Where the rule \( r'_1 \) is a certain dominance rule and rules \( r''_1, r''_3, r''_4, r''_5, r''_6, r''_7 \) are possible dominance rules. Therefore marker and management are two important factors for this intuitionistic fuzzy issue.

7. Conclusions

Rough set theory is a new mathematical tool to deal with vagueness and uncertainty. Development of a rough computational method is one of the most important research tasks. While, in practise, intuitionistic fuzzy ordered information system confines the applications of classical rough set theory. In this article, we mainly considered some important concepts and properties in this system. We defined two approximation operators and established the rough set approach to intuitionistic fuzzy ordered information systems. For extracting dominance rules, we have discussed intuitionistic fuzzy ordered decision information system and dominance rules extracted from this types of decision information system. In order to extract much simpler dominance rules, based on the discernibility matrices, we have proposed approximation reduction of intuitionistic fuzzy ordered decision information system, and presented method of the reduction respectively. The approaches show how to simplify an intuitionistic fuzzy ordered decision information system and find much simpler dominance rules directly from an intuitionistic fuzzy ordered decision information system.
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