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Two-Way Concept-Cognitive Learning Method:
A Fuzzy-Based Progressive Learning

Weihua Xu , Doudou Guo , Yuhua Qian , and Weiping Ding

Abstract—Granular computing (GrC) and two-way concept
learning (TCL) are influential studies of knowledge processing and
cognitive learning. A central notion of two-way concept learning
is learning concepts from an arbitrary information granule. Al-
though TCL has been widely adopted for concept learning and
formal concept analysis in a fuzzy context, the existing studies of
TCL still have some issues: the sufficient and necessary granule
concept is only obtained from the necessary granule or sufficient
granule concept; and the cognitive mechanism ignores integrating
past experiences into itself to deal with dynamic data. Meanwhile,
concept-cognitive learning (CCL) method still faces challenges,
such as incomplete cognitive and weak generalization ability. This
article proposes a novel two-way CCL (TCCL) method for dy-
namic concept learning in a fuzzy context for these problems and
challenges. Unlike TCL, fuzzy-based TCCL (F-TCCL) is more
flexible and less time consuming to learn granule concepts from the
given clue, and meanwhile, it is good at dynamic concept learning.
Moreover, we design a fuzzy-based progressive learning mechanism
within this framework under the dynamic environment. Some
numerical experiments on public datasets verify the effectiveness
of our proposed method. The considered framework can provide
a convenient novel method for researching two-way learning and
CCL.

Index Terms—Concept-cognitive learning (CCL), formal
concept analysis, fuzzy set, granular computing, two-way learning.

I. INTRODUCTION

COGNITIVE science is important for researching the con-
cept of artificial intelligence [1]. Since 1956, researchers

in various fields have researched this subject from their profes-
sional perspectives, and even within the same field, there were
various theoretical frameworks, e.g., information processing
theory [2], three language description models [3], logic theory
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machine, etc. Thus, it can be said that this is a highly controver-
sial area. During the past 66 years, we have witnessed a wide
variety of theories, frameworks, models, and viewpoints of cog-
nitive sciences. For instance, concept-cognitive learning (CCL),
the idea of cognitive through concept formation and learning
to reveal the systematic law of the human brain, is an effective
cognitive mechanism, such as abstract concept [4], [5], Wille’s
concept [6], [7], rule concept [8], object-oriented concept [9],
[10], AFS-concept [11], and three-way concept [12], [13].

Granular computing, a new computing paradigm in intelligent
information processing, is particular in that it can imitate the
cognitive mechanism of humans dealing with complex prob-
lems [14]. It focuses on the structure of multigranularity space
and the calculation between granularity, which belongs to cog-
nitive mechanism research at a higher level of human beings
and has strong practicability [15]. Up to now, the outline of
granular computing appears basically, including formal concept
analysis theory [6], fuzzy set theory [16], rough set theory [17],
etc. The basic idea of granular computing has been widely used
in many disciplines and fields, especially in interdisciplinary
applications. A novel concept cognitive model based on granular
computing, coined by Zhang in his seminal paper [18], is a
convenient tool for researching cognitive models and concept
learning. Subsequently, Wang [4] provided the basic algebraic
model of concept learning from the perspective of cognitive
computing. Yao [9] examined the framework of concept learning
from cognitive informatics and granular computing perspectives
and pointed out that the systematic study of concept learning
based on knowledge discovery should include three sublevels:
the philosophy level, the algorithm/technique level, and the ap-
plication level. Through a fruitful marriage of GrC and concept
learning, it is possible to investigate the cognitive mechanism of
concept learning and knowledge discovery, which becomes the
rudiments of cognitive concept learning.

The basic idea of cognitive concept learning is to learn con-
cepts from given clues by specific cognitive models and to reveal
the systematic law of concept learning in the human brain. From
2013 to 2018, this line of thought fostered several cognitive
concept learning models and methods. For example, Xu [19]
studied a two-way learning system for information granule
transformations. Li [20] proposed a granule concept learning
model from a cognitive viewpoint. Shivhare and Cherukuri [21]
introduced a three-way conceptual method for cognitive mem-
ory functionalities. With the in-depth research of cognitive con-
cept learning theory in model, method, and application, more
and more scholars join in the research. In particular, CCL, the
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Fig. 1. Development stage of CCL: A granular computing viewpoint.

practical marriage of cognitive concept learning and machine
learning, further broadens the research horizon of this field.
Against this background, Mi successively proposed a series
of CCL methods such as the incremental CCL model [22],
concurrent CCL model [23], etc. Xu [24] built multiattention
CCL in a formal context. In order to show the development stage
of the CCL theory more clearly, we summarized the development
stage of this theory from a perspective of granular computing,
as shown in Fig. 1. Note that Fig. 1 may be viewed as a list of
some examples rather than an exhaustive summary.

Note that two-way learning [19], [25], [26] is another rep-
resentative study of CCL, and its advantage lies in learning
more from the unknown through a pair of cognitive operators
(i.e., extent-intent and intent-extent) and mapping it into granule
concept space for different semantic interpretation (i.e., neces-
sary, sufficient, sufficient, and necessary granule concept). It is
worth mentioning that the two-way learning model is a vital CCL
system to describe human cognitive processes. Nevertheless,
two-way learning also has some limitations, mainly reflected in
the following:

1) concept learning is mainly through the two-way transfor-
mation of information granules, and the transformation
mechanism is too complicated;

2) the cognitive system learning a concept from a given clue,
regardless of discussing whether the pair of the object
and attribute sets is concept-inducible or not, let alone
the learning accuracy;

3) the learning mechanism emphasizes more the static envi-
ronment, and the initial clues need to be fixed, which is
not suitable for dynamic and real-time updating concept
learning, that is, it cannot ignores integrating past experi-
ences into itself to deal with dynamic data.

Due to the challenges mentioned previously, the relevant
study process stagnates, and only a few research findings are
available [25], [26]. Of particular note is that the concept of
cognitive learning research is at an early stage. Although there
have been many significant achievements, it also appears very
important to improve and enrich the area of CCL from various
theories, frameworks, models, and viewpoints. Therefore, in

Fig. 2. Two-way concept-cognitive learning (TCCL). It consists of three levels
and two stages: the first stage is learning necessary and sufficient granule that
stores in the middle level from arbitrary information granule (i.e., bottom level);
the second stage is learning sufficient and necessary fuzzy granule concepts
through the granule stored in the necessary and sufficient concept space, that
is, the middle-to-top level. Therefore, the fuzzy granule concepts can be learned
according to the aforementioned clues in Fig. 1.

this article, we again put forward the CCL system of two-way
learning and point out and solve the problems existing in the
current study is one of the purposes. Another motivation in
this article is comparing TCCL with many other CCL model
differences and its unique place.

Following the thought of two-way learning, we build our
fuzzy-based TCCL (F-TCCL) by introducing the TCL and GrC
to progressive learning concepts from given clues. Further-
more, we summarize the main contributions of this article as
follows.

1) Point out granulation relation based on two-way learn-
ing, no longer through the transformation between dif-
ferent granule concepts. Compared with TCL, F-TCCL
pays more attention to concept learning through the cog-
nitive viewpoint and cross-level learning (see Fig. 2),
and the experiment also verifies that this method is
effective.
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2) F-TCCL emphasizes learning concepts from clues. Hence,
our method for specific tasks or clues is more ad-
vantageous than other CCL methods. Moreover, this
study builds the progressive learning by the granulation
mechanism for TCCL that is more effective than the
existing study of TCL, especially in dynamic data.

3) The fuzzy granule concept is incorporated into the cogni-
tive mechanism of F-TCCL, and a fuzzy-based progressive
learning method is built for the dynamic data. Compared
with other two-way learning systems, this article proposes
the progressive learning of F-TCCL that can integrate the
past experience into itself by the update mechanisms to
reduce the complexity of the learning system.

The remainder of this article is organized as follows. Section II
briefly reviews some basic notions about two-way learning and
CCL. Section III presents a novel cognitive mechanism based on
two-way learning. The theory of F-TCCL for dynamic learning
and its corresponding granulation relation is presented in Sec-
tion IV. The experimental analysis is given in Section V. Finally,
Section VI concludes this article.

II. PRELIMINARIES

This section briefly reviews some basic notions: 1) fuzzy for-
mal context, 2) two-way learning, and 3) granule concept learn-
ing. A detailed discussion of them can be found in [20], [25],
[27], [28], and [29].

Before we start this section, it is necessary to claim that
this article discusses the CCL model in a fuzzy formal context
without a regular formal context, and the pseudofuzzy concept
may be called a fuzzy concept when no confusion exists.

A. Fuzzy Formal Context

In this subsection, we start with the notion of a fuzzy formal
context [27], [30], and the description of several essential notions
is shown as follows.

Let U be a nonempty and finite set, a fuzzy set X̃ of U can
be defined as follows:

X̃ = {< x, µ
˜X(x) > |x ∈ U}

where µ
˜X : U → [0, 1], µ

˜X(x) denotes the membership degree

of the object x with respect to X̃ , and µc
˜X
(x) = 1− µ

˜X(x) is
the nonmembership.

A fuzzy formal context is a triple (U,A, Ĩ), where U =
{x1, x2, . . . , xn} and A = {a1, a2, . . . , am} are two nonempty
finite object and attribute sets, and Ĩ = {< (x, a), µ

˜I(x, a) >

|(x, a) ∈ U ×A} is a fuzzy binary relation. For any Ĩ(x, a) ∈
U ×A has a membership degree µ

˜I(x, a) ∈ [0, 1]. We denote

Ĩ(x, a) = µ
˜I(x, a) for convenience. Similarly, the complement

of Ĩ can be denoted by Ĩ = {< (x, a), 1− µ
˜I(x, a) > |(x, a) ∈

U ×A}. Given Ĩ(x, a) and Ĩ(y, a), the Ĩ(x, a) � Ĩ(y, a)⇔
µ
˜I(x, a) � µ

˜I(y, a). As a generalization of the classical formal
context, fuzzy formal context naturally has various operations
and properties (see [25], [27], [28], and [29]).

A fuzzy formal context (U,A, Ĩ). For any X ⊆ U and B̃ ∈
ΓA, the derivation operator (·)∗ can be defined as follows:

X∗(a) =
∧
x∈X

Ĩ(x, a), a ∈ A

B̃∗ = {x ∈ U |∀a ∈ A, B̃(a) � Ĩ(x, a)}

where ΓA is the union of all fuzzy sets in A.
Therefore, (U,A, Ĩ) is a fuzzy formal context, a pair (X, B̃)

is called a fuzzy formal concept or fuzzy concept, if only if
X∗ = B̃ and B̃∗ = X , where X is the extent and B̃ is the intent
of the concept (X, B̃). Obviously (X∗∗, X∗) and (B̃∗, B̃∗∗)
are fuzzy concepts. The fuzzy concept lattice L̃(U,A, Ĩ) is the
union of all fuzzy concept in (U,A, Ĩ). For any fuzzy concept
(X1, B̃1), (X2, B̃2) ∈ L̃(U,A, Ĩ), the ordered by (X1, B̃1) �
(X2, B̃2)⇔ X1 ⊆ X2 ⇔ B̃1 ⊆ B̃2. Moreover, if the meet and
join are given by

(X1, B̃1) ∧ (X2, B̃2) = (X1 ∩X2, (B̃1 ∪ B̃2)
∗∗)

(X1, B̃1) ∨ (X2, B̃2) = ((X1 ∪X2)
∗∗, B̃1 ∩ B̃2)

then the fuzzy concept lattice L̃(U,A, Ĩ) is complete lattice.

B. Two-Way Learning in Fuzzy Formal Context

For a fuzzy formal context (U,A, Ĩ), 2U and 2A be the power
set of U and A, respectively. The F̃ : 2U → 2A and H : 2A →
2U are considered as two set valued mappings, and they are
abbreviated as F̃ andH, respectively.

Let (U,A, Ĩ) be a fuzzy formal context, L1 and L̃2 be
complete lattices and fuzzy complete lattices, respectively. The
operators (∗, ∗) defined by the basic notions in fuzzy context are
the cognitive operator F̃ andH of (U,A, Ĩ), respectively, where
complete lattice L1 = (∩,∪,∼, U) and fuzzy complete lattice
L̃2 = (∧,∨,∼,ΓA).

In what follows, we do not distinguish operator symbol rep-
resentation from (∗, ∗) and (F̃ ,H). Let L̃ be a lattice, where O

˜L
and 1

˜L are zero and the unit element, respectively.

LetL1 and L̃2 be a pair of complete lattices, for anyX1, X2 ∈
L1, F̃ : L1 → L̃2 is an extent-intent cognitive operator if F̃
satisfies the following:

1) F̃(0L1
) = 1

˜L2
, F̃(1L1

) = 0
˜L2

;

2) F̃(X1 ∨X2) = F̃(X1) ∧ F̃(X2).
Similarly, for any B̃1, B̃2 ∈ L̃2,H : L̃2 → L1 is an extent-

intent cognitive operator if
1) H(0L2

) = 1L1
,H(1L2

) = 0L1
;

2) H(B̃1 ∨ B̃2) = H(B̃1) ∧H(B̃2).
Definition 1 (See [25]): Let (U,A, Ĩ) be a fuzzy formal

context, L1 and L̃2 be two complete lattices, F̃ and H be two
cognitive operators (i.e.,(L1, L̃2, F̃ ,H) is a cognitive system).
For any X ∈ L1, B̃ ∈ L̃2, denote

G̃1 = {(X, B̃)|B̃ � F̃(X), X � H(B̃)}
G̃2 = {(X, B̃)|F̃(X) � B̃,H(B̃) � X}.
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1) If (X, B̃) ∈ G̃1, then (X, B̃) is a necessary fuzzy granule
concept of (L1, L̃2, F̃ ,H). Meanwhile, G̃1 is a necessary
fuzzy granule concept space of (L1, L̃2, F̃ ,H).

2) If (X, B̃) ∈ G̃2, then (X, B̃) is a sufficient fuzzy granule
concept of (L1, L̃2, F̃ ,H). Meanwhile, G̃2 is a sufficient
fuzzy granule concept space of (L1, L̃2, F̃ ,H).

3) If (X, B̃) ∈ G̃1 ∩ G̃2, that is, (X, B̃) satisfies B̃ = F̃(X)

and X = H(B̃), then (X, B̃) is a sufficient and neces-
sary fuzzy granule concept of (L1, L̃2, F̃ ,H). Meanwhile,
G̃1 ∩ G̃2 is a sufficient and necessary fuzzy granule concept
space of (L1, L̃2, F̃ ,H).

From Definition 1, we only consider the situation that there
exist three fuzzy granule concept spaces in (L1, L̃2, F̃ ,H).
Note that G̃1 ∪ G̃2 be a fuzzy granule concept space. There-
fore, G̃1 ∪ G̃2 is the concept space of (L1, L̃2, F̃ ,H). How-
ever, (X, B̃) /∈ G̃1 ∪ G̃2 is not a fuzzy granule concept of
(L1, L̃2, F̃ ,H). Moreover, if necessary, sufficient, sufficient and
necessary fuzzy granule concepts do not exist at the beginning of
(L1, L̃2, F̃ ,H). The approaches to the evolution of these fuzzy
granule concepts are as follows.

Property 1 (See [19]): Let (L1, L̃2, F̃ ,H) be a cognitive
system, G̃1 be a necessary fuzzy granule concept and G̃2 be a
sufficient fuzzy granule concept. If X ∈ L1, B̃ ∈ L̃2, then

1) (X ∧H(B̃), B̃ ∨ F̃(X)) ∈ G̃1;
2) (X ∨H(B̃), B̃ ∧ F̃(X)) ∈ G̃1;
3) (H(B̃), B̃ ∧ F̃(X)) ∈ G̃1;
4) (X ∧H(B̃), F̃(X)) ∈ G̃1;
5) (HF̃(X), B̃ ∧ F̃(X)) ∈ G̃1;
6) (X ∧H(B̃), F̃H(B̃)) ∈ G̃1;
7) (X ∨H(B̃), F̃H(B̃)) ∈ G̃2;
8) (HF̃(X), B̃ ∨ F̃(X)) ∈ G̃2.
Property 2 (See [25]): Let (L1, L̃2, F̃ ,H) be a cognitive

system, G̃1 be a necessary fuzzy granule concept space and G̃2
be a sufficient fuzzy granule concept space. If (X1, B̃1) ∈ G̃1
and (X2, B̃2) ∈ G̃2, then

1) (X1 ∨H(B̃1), F̃(X1 ∨H(B̃1))) ∈ G̃1 ∩ G̃2
2) (H(B̃1 ∨ F̃(X1)), B̃1 ∨ F̃(X1)) ∈ G̃1 ∩ G̃2
3) (X2 ∧H(B̃2), F̃(X2 ∧H(B̃2))) ∈ G̃1 ∩ G̃2
4) (H(B̃2 ∧ F̃(X2)), B̃2 ∧ F̃(X2)) ∈ G̃1 ∩ G̃2.
Let (L1, L̃2, F̃ ,H) be a cognitive system, G̃1 be a necessary

fuzzy granule concept space, and G̃2 be a sufficient fuzzy granule
concept space. If ′′∨′′ and ′′∧′′ are defined operators of cognitive
system, and

1) (X1, B̃1) ∧ (X2, B̃2) = (X1 ∧X2, F̃H(B̃1 ∨ B̃2));

2) (X1, B̃1) ∨ (X2, B̃2) = (HF̃(X1 ∨X2), B̃1 ∧ B̃2).
Therefore, we can easily find some problems in two-way

learning as follows:
1) the sufficient and necessary fuzzy granule concept have

to obtain from the necessary or sufficient fuzzy granule
concept;

2) two-way learning cannot integrate past experiences into
itself to deal with dynamic data.

A novel cognitive mechanism based on two-way learning in
a fuzzy formal context is introduced as follows based on the
problem mentioned previously in this article.

C. Granule Concept Learning

Let F̃ and H be two cognitive operators. For any x ∈ U
and a ∈ A, we say that (HF̃(x), F̃(x)) and (H(a), F̃H(a))
are fuzzy granule concepts.

Definition 2 (see [20]): Let Ui−1 and Ui be object sets of
{Ut} ↑ and Ai−1 and Ai be attribute sets of {At} ↑, where
{Ut} ↑ is a nondecreasing sequence subset of U , that is, U1 ⊆
U2 ⊆ · · · ⊆ Un; {At} ↑ is a nondecreasing sequence subset of
A, that is, A1 ⊆ A2 ⊆ · · · ⊆ Am; Denote ΔUi−1 = Ui − Ui−1
and ΔAi−1 = Ai −Ai−1. Suppose

1) F̃i−1 : 2Ui−1 → 2Ai−1 , Hi−1 : 2Ai−1 → 2Ui−1 ;
2) F̃ΔUi−1 : 2ΔUi−1 → 2Ai−1 , HΔUi−1 : 2Ai−1 → 2ΔUi−1 ;

3) F̃ΔAi−1 : 2Ui → 2Ai−1 , HΔAi−1 : 2Ai−1 → 2Ui ;

4) F̃i : 2
Ui → 2Ai , Hi : 2

Ai → 2Ui

are four pairs of cognitive operators satisfying the following
properties:

F̃(x) =
{
F̃i−1(x) ∪ F̃ΔAi−1(x), if x ∈ Ui−1
F̃ΔUi−1(x) ∪ F̃ΔAi−1(x), otherwise

H(a) =
{Hi−1(a) ∪HΔUi−1(a), if x ∈ Ui−1
HΔAi−1(a), otherwise

then we say that F̃i andHi are extended cognitive operators of
F̃i−1 and Hi−1 with the update information F̃ΔUi−1 , HΔUi−1

and F̃ΔAi−1 ,HΔAi−1 .

III. FUZZY-BASED TWO-WAY CONCEPT-COGNITIVE

LEARNING (F-TCCL)

In this section, the following two tasks need to be done to
verify our proposed method:

1) analyze the relationship of fuzzy granule concepts in a
two-way learning system;

2) explore a novel concept learning mechanism for the pro-
posed TCCL.

A. Fuzzy-Based Two-Way Granule Concept

Unlike other two-way learning systems [19], [25], [26], F-
TCCL is more flexible and less time-consuming to learn con-
cepts from the given clue. Moreover, we verify that the number of
sufficient and necessary fuzzy granule concepts is no more than
6, no more than 2 in special cases. Furthermore, we investigate a
mechanism for directly learning sufficient and necessary fuzzy
granule concepts (i.e., fuzzy concepts).

Let (L1, L̃2, F̃ ,H) be a cognitive system, G̃1 ∩ G̃2 be a suf-
ficient and necessary fuzzy granule concept space. The fuzzy
granule concept (X, B̃) is a sufficient and necessary fuzzy
granule concept, if anyX ∈ L1 and B̃ ∈ L̃2, (X, B̃) ∈ G̃1 ∪ G̃2,
then

1) (HF̃(X), F̃(X)) ∈ G̃1 ∩ G̃2;
2) (H(B̃), F̃H(B̃)) ∈ G̃1 ∩ G̃2.
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Note that (HF̃(X), F̃(X)) and (H(B̃), F̃H(B̃)) are two
fuzzy granule concepts of G̃1 ∩ G̃2. Next, we will examine the
specific relationship between them.

Proposition 1: Let (L1, L̃2, F̃ ,H) be a cognitive system, G̃1
be a necessary fuzzy granule concept space, G̃2 be a sufficient
fuzzy granule concept space. For arbitrary information granule
(X, B̃) ∈ G̃1 ∩ G̃2, there is only one sufficient and necessary
fuzzy granule concept is itself (i.e., (X, B̃)); Otherwise, we
have two sufficient and necessary fuzzy granule concepts, that
is, (HF̃(X), F̃(X)) and (H(B̃), F̃H(B̃)).

Proof: To prove this proposition, we divide it into the follow-
ing two steps.

1) For one sufficient and necessary fuzzy granule concept.
Because (L1, L̃2, F̃ ,H) be a cognitive system, it is im-
mediate from Properties 1 and 2.

2) For two sufficient and necessary fuzzy granule concepts.
Because (L1, L̃2, F̃ ,H) be a cognitive system, from Def-
inition 1 and Property 1, we have three type spaces: G̃1,
G̃2 and (G̃1 ∪ G̃2)c, where (·)c is the complement. Then,
we divide it into three cases to prove it.
a) If (X, B̃) ∈ G̃1, from Definition 1, we have X �
H(B̃) and B̃ � F̃(X). Thus, X ∨H(B̃) = H(B̃),
F̃(X ∨H(B̃)) = F̃H(B̃); B̃ ∨ F̃(X) = F̃(X),
H(B̃ ∨ F̃(X)) = HF̃(X); Hence, two sufficient
and necessary fuzzy granule concepts are
(HF̃(X), F̃(X)) and (H(B̃), F̃H(B̃)).

b) If (X, B̃) ∈ G̃2, from Definition 1, we have F̃(X) �
B̃ and H(B̃) � X . Thus, X ∧H(B̃) = H(B̃), F̃(X
∧H(B̃)) = F̃H(B̃); B̃ ∧ F̃(X) = H(B̃), H(B̃ ∧
F̃(X)) = HF̃(X); hence, two sufficient and neces-
sary fuzzy granule concepts are (HF̃(X), F̃(X)) and
(H(B̃), F̃H(B̃)).

c) If (X, B̃) /∈ G̃1 ∪ G̃2, it is immediate from Definition 1.
By combining 1) and 2), this proposition is proven.
Corollary 1: Let (L1, L̃2, F̃ ,H) be a cognitive system, G̃1 ∩
G̃2 be a sufficient and necessary fuzzy granule concept space.
(X, B̃) = (HF̃(X), F̃(X)) = (H(B̃), F̃H(B̃)), if any X ∈
L1 and B̃ ∈ L̃2, (X, B̃) is sufficient and necessary fuzzy granule
concept.

From the aforementioned analysis, we can notice the follow-
ing two conclusions:

1) sufficient and necessary fuzzy granule concept can be
obtained directly from arbitrary information granules;

2) for arbitrary information granule (X, B̃), the number of
sufficient and necessary fuzzy granule concepts is no more
than six through a two-way learning system.

Based on them, we show some new notions and propositions
in the following subsection.

B. Learning Mechanism

Similar to the initial information X and B̃, X ˜F and B̃H also
represent extent and intent. We need to point out that X ˜F and
B̃H represent no more than one cognitive operation F̃ or H,
respectively. It is easy to prove that X ˜F ∈ {X,X ∨H(B̃), X ∧

Algorithm 1: Learning Fuzzy Granule Concept.

Input:Arbitrary information granule (X, B̃), a fuzzy
formal context (U,A, Ĩ), fuzzy granule concept space G̃3.

Output:Fuzzy granule concept: (X3, B̃3).
1: Let G̃3 = ∅;
2: while (X, B̃) is true do
3: Learn fuzzy granule concept (X3, B̃3) from (X, B̃),

(X3
1, B̃

3
1), . . . , (X

3
m, B̃3

m), m � 6, by six methods
according to Proposition 2;

4: G̃3 ← (X3, B̃3).
5: end while

H(B̃)} and B̃H ∈ {B̃, B̃ ∨ F̃(X), B̃ ∧ F̃(X)} according to G̃1
and G̃2 in Property 1, where X ∈ L1, B̃ ∈ L̃2.

Note that (X
˜F , B̃H) is the fuzzy granule concept ob-

tain through cognitive learning in the cognitive system
(L1, L̃2, F̃ ,H), where X ∈ L1 and B̃ ∈ L̃2. Thus, we have a
novel cognitive mechanism of sufficient and necessary fuzzy
granule concept in the following statements hold.

Proposition 2: Let (L1, L̃2, F̃ ,H) be a cognitive sys-
tem, G̃1 ∩ G̃2 = {(HF̃(X ˜F ), F̃(X ˜F ))|X ∈ L1} ∪ {(H(B̃H),
F̃H(B̃H))|B̃ ∈ L̃2} be a sufficient and necessary fuzzy granule
concept space. Then, the following statements hold:

1) (HF̃(X), F̃(X)) ∈ G̃1 ∩ G̃2;
2) (HF̃(X ∧H(B̃)), F̃(X ∧H(B̃))) ∈ G̃1 ∩ G̃2;
3) (HF̃(X ∨H(B̃)), F̃(X ∨H(B̃))) ∈ G̃1 ∩ G̃2;
4) (H(B̃), F̃H(B̃)) ∈ G̃1 ∩ G̃2;
5) (H(B̃ ∨ F̃(X)), F̃H(B̃ ∨ F̃(X))) ∈ G̃1 ∩ G̃2;
6) (H(B̃ ∧ F̃(X)), F̃H(B̃ ∧ F̃(X))) ∈ G̃1 ∩ G̃2.
Proof: The proof can be derived by Definition 1 and

Proposition 1. �
From the aforementioned discussion, we know that the cog-

nitive process of sufficient and necessary fuzzy granule concept
is learning more knowledge from the unknown via a pair of
cognitive operators (i.e., extent-intent and intent-extent). Hence,
a pair of cognitive operations H and F̃ are used to learn the
sufficient and necessary fuzzy granule concept in our method.
Based on the cognitive operators H and F̃ in Definition 1,
we give six learning methods of sufficient and necessary fuzzy
granule concepts shown in Proposition 2.

Corollary 2: Let (L1, L̃2, F̃ ,H) be a cognitive system, F̃
and H be a pair of cognitive operators. For G̃1 ∪ G̃2 is a finite
nonempty fuzzy granule concept space. A weak tripartition G̃ =

{G̃1, G̃2, G̃1 ∩ G̃2}. For (X ˜F , B̃H) ∈ G̃1 ∪ G̃2, we have

1) G̃1 = {(X ˜F , B̃H)|B̃H � F̃(X ˜F ), X ˜F � H(B̃H)};
2) G̃2 = {(X ˜F , B̃H)|F̃(X ˜F ) � B̃H, H(B̃H) � X

˜F};
3) G̃1 ∩ G̃2 = {(X ˜F , B̃H)|B̃H = F̃(X ˜F ), X ˜F = H(B̃H)}.
According to the aforementioned discussion, one can directly

learn sufficient and necessary fuzzy granule concepts from ar-
bitrary information granules through the learning mechanism
based on F-TCCL. The details as shown in Algorithm 1.
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Given a fuzzy formal context F = (U,A, Ĩ). The cardinality
of objects and attributes are denoted by |U | and |A|, respectively.
The cardinality of objects and attributes of arbitrary information
granule (X, B̃) is denoted by |X| and |B̃|. Next, we can analyze
the time complexity of Algorithm 1. Running step 1 takes
O(1) due to initialized setting. The while-statement decides its
running time in steps 2–5. Thus, the running time complexity of
Algorithm 1 takes O(|U ||A|(|X|+ |B̃|)).

The primary motivation of F-TCCL is to provide an idea for
cross-level learning for sufficient and necessary fuzzy granule
concept space, as shown in Fig. 2. Unlike the two-way learning
system, it does not need to thoroughly learn the necessary,
sufficient fuzzy granule concept, although it emphasizes that
the learning mechanism should be two-way.

IV. PROGRESSIVE COGNITIVE LEARNING OF F-TCCL

Based on the aforementioned discussion, in this section, we
put forward the F-TCCL with progressive learning (P-FTCCL),
which can perform well compared with some two-way learning
systems [19], [25], [26] in terms of learning concepts and saving
time. Furthermore, we explore two update mechanisms for the
proposed P-FTCCL.

A. Granulation Relation

Note that Zhang and Xu [18] first investigated learning con-
cepts based on granular computing, and Xu et al. [19] proposed a
novel cognitive system for learning concepts via the transforma-
tion of information granules. Particularly worth mentioning is
that granular computing provides an effective method for CCL
and many studies [20], [25], [28] show that the framework is
worthwhile. For convenience, we use a ∈ B̃ to represent the
attribute a in the attribute set defined by fuzzy set B̃ when no
confusion exists.

Given (L1, L̃2, F̃ ,H) be a cognitive system. For any X ∈
L1, B̃ ∈ L̃2, we have F̃(X) =

⋂
x∈X
F̃(x), H(B̃) =

⋂
a∈ ˜B

H(a).
Then, the following statements hold:

(X, B̃) =
∨
x∈X

(HF̃(x), F̃(x)) =
∧
a∈ ˜B

(H(a), F̃H(a)).

Definition 3: Let (L1, L̃2, F̃ ,H)be a cognitive system, F̃ and
H be a pair of cognitive operators, G̃1 ∪ G̃2 be a finite nonempty
fuzzy granule concept space. For any (X

˜F , B̃H) ∈ G̃1 ∪ G̃2, we
have

G̃1 ∩ G̃2 =

⎧⎪⎨⎪⎩
∨

x∈X F̃
(HF̃(x), F̃(x))|X ∈ L1

⎫⎪⎬⎪⎭
∪
⎧⎨⎩ ∧

a∈ ˜BH

(H(a), F̃H(a))|B̃ ∈ L̃2

⎫⎬⎭
where X

˜F and B̃H represent no more than one cognitive oper-
ation (i.e., F̃ andH).

Considering that fuzzy granule concept in CCL is an effective
method to build a concept space [20], [22], [23], [28], we
can obtain a new formalized method of F-TCCL based on the
granulation mechanism as follows.

Proposition 3: Let (L1, L̃2, F̃ ,H) be a cognitive system, and
G̃1 ∩ G̃2 be a sufficient and necessary fuzzy granule concept

space. For any
(
X

˜F , B̃H
)
∈ G̃1 ∪ G̃2, the following statements

hold:

1)

⎛⎝ ⋂
a∈ ˜F(X F̃ )

H(a), ⋂
x∈X F̃

F̃(x)
⎞⎠ ∈ G̃1 ∩ G̃2;

2)

( ⋂
a∈ ˜BH

H(a), ⋂
x∈H

(B̃H)F̃(x)
)
∈ G̃1 ∩ G̃2.

Proof: It is immediate from Proposition 2 and
Definition 3. �

Intrinsically, a two-way learning mechanism is the cognitive
systems begin to acquire concepts from the clues. It is not
difficult to find that two-way learning is an influential way
to learn the concept from arbitrary clues but is unsuitable for
dynamic data. Thus, this subsection explores the granulation
relation of F-TCCL. Next, we consider how the sufficient and
necessary fuzzy granule concept space is updated with the newly
input information in the fuzzy formal context.

B. Progressive Learning by Granulation Mechanism

As described in Proposition 2 of Section III-B, we began to
learn fuzzy granule concepts from a given clue via a TCCL
system. In the learning process, we can learn the concept from
the arbitrary object set X or fuzzy set B̃. Of course, we can also
learn the concept from an information granule (X, B̃). That is
to say that we have the update mechanisms for F-TCCL (i.e.,
object-oriented concept learning and attribute-oriented concept
learning).

According to the analysis in Section IV-A, one can learn a
fuzzy granule concept space from arbitrary information granule
(X, B̃) and cognitive operators (i.e., F̃ ,H) through granulation
mechanism of concept (i.e., F̃(x), H(a)). Then, we propose a
progressive learning process by granulation relation of F-TCCL.
Considering the information on the object set and attribute set
will be updated as time goes by in the real world, especially the
information in the given clues. Therefore, hereinafter, we only
discuss the updated object set while the attributes in the clue are
not updated, and the attribute set is updated while the samples
in the clue are not updated.

Definition 4: Let Ui−1 and Ui be object sets of {Ut} ↑, Ai−1
andAi be attribute sets of {At} ↑, where {Ut} ↑ is a nondecreas-
ing sequence subset of U , that is, U1 ⊆ U2 ⊆ · · · ⊆ Un; {At} ↑
is a nondecreasing sequence subset of A, that is, A1 ⊆ A2 ⊆
· · · ⊆ Am; let Xi−1 and Xi be object sets of {Xt} ↑, B̃i−1 and
B̃i be fuzzy set of {B̃t} ↑, where {Xt} ↑ is a nondecreasing
sequence subset of X , that is, X1 ⊆ X2 ⊆ · · · ⊆ Xn; {B̃t} ↑
is a nondecreasing sequence subset of B̃, that is, B̃1 ⊆ B̃2 ⊆
· · · ⊆ B̃m; Denote ΔUi−1 = Ui − Ui−1, ΔAi−1 = Ai −Ai−1,
ΔXi−1 = Xi −Xi−1, and ΔB̃i−1 = B̃i − B̃i−1. Suppose
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1) F̃i−1 : 2Xi−1 → 2Ai−1 , Hi−1 : 2
˜Bi−1 → 2Ui−1 ;

2) F̃ΔXi−1 : 2ΔXi−1 → 2Ai−1 ,HΔXi−1 : 2
˜Bi−1 → 2ΔUi−1 ;

3) F̃Δ ˜Bi−1
: 2Xi → 2ΔAi−1 , HΔ ˜Bi−1

: 2Δ
˜Bi−1 → 2Ui ;

4) F̃i : 2
Xi → 2Ai , Hi : 2

˜Bi → 2Ui

are four pairs of cognitive operators satisfying the following
properties:

F̃i(x) =

⎧⎪⎨⎪⎩
F̃i−1(x) ∪ F̃Δ ˜Bi−1

(x), if (1)

F̃i−1(x) ∩ F̃ΔXi−1(x), if (2)
F̃i−1(x) ∩ F̃ΔXi−1(x) ∪ F̃Δ ˜Bi−1

(x), if (3)

Hi(a) =

⎧⎨⎩
Hi−1(a) ∩HΔ ˜Bi−1

(a), if (1)
Hi−1(a) ∪HΔXi−1(a), if (2)
Hi−1(a) ∩HΔ ˜Bi−1

(a) ∪HΔXi−1(a), if (3)

where (1) denote ΔXi−1 = ∅&ΔB̃i−1 �= ∅, (2) denote
ΔXi−1 �= ∅&ΔB̃i−1 = ∅, (3) denote ΔXi−1 �= ∅&ΔB̃i−1 �=
∅; In addition, F̃ΔXi−1(x) and HΔXi−1(a) are empty set when
ΔXi−1 = ∅, and F̃Δ ˜Bi−1

(x) andHΔ ˜Bi−1
(a) are empty set when

ΔB̃i−1 = ∅.
Then, we say that F̃i and Hi are extent cognitive opera-

tors of F̃i−1 and Hi−1 with the update information F̃ΔXi−1 ,
F̃Δ ˜Bi−1

, HΔXi−1 , and HΔ ˜Bi−1
. For convenience, the sufficient

and necessary fuzzy granule concept space G̃i3 denotes the
combination of (G̃1 ∩ G̃2)1, (G1 ∩ G̃2)2, . . . , (G̃1 ∩ G̃2)n. More-
over, it is pointed out that each update can be viewed as the
outcome of updating the clues information under consideration
once.

According to the discussion in Section III-B, given a cog-
nitive system (L1, L̃2, F̃ ,H), we obtain a new way to learn
sufficient and necessary fuzzy granule concepts from given
clues instead of necessary or sufficient fuzzy granule concepts.
That is to say that we have six methods to learn fuzzy granule
concepts [see items 1)–6) in Proposition 2]. Moreover, we ob-
tain two update mechanisms in Section IV-C, which can also
learn granule concept space in [20] and [28] by granulation
mechanism.

However, in cognitive science, concept-cognitive was often
considered incremental due to the whole being something else
than the sum of its part [20], [31]. In what follows, by analyz-
ing the update mechanism of TCCL, progressive learning by
the granulation mechanism of F-TCCL is investigated in this
subsection.

In this subsection, we first review the concept learning method
proposed in Section III-B, and then, consider a novel concept
learning method combined with the update mechanism in Sec-
tion IV-C. The details are as follows.

Proposition 4: Given a fuzzy formal context (U,A, Ĩ), Let
(L1, L̃2, F̃i,Hi)be a cognitive system with time series,G3i is the
ith state sufficient and necessary fuzzy granule concept space.
Then, the following statements hold:

1)

( ⋂
a∈ ˜Fi(X)

Hi(a),
⋂

x∈X
F̃i(x)

)
∈ G̃i3;

2)

( ⋂
a∈ ˜Fi(X∧Hi( ˜B))

Hi(a),
⋂

x∈X∧Hi( ˜B)

F̃i(x)

)
∈ G̃i3;

3)

( ⋂
a∈ ˜Fi(X∨Hi( ˜B))

Hi(a),
⋂

x∈X∨Hi( ˜B)

F̃i(x)

)
∈ G̃i3;

4)

( ⋂
a∈ ˜B

Hi(a),
⋂

x∈Hi( ˜B)

F̃i(x)

)
∈ G̃i3;

5)

( ⋂
a∈ ˜B∧ ˜Fi(X)

Hi(a),
⋂

x∈Hi( ˜B∧ ˜Fi(X))

F̃(x)
)
∈ G̃i3;

6)

( ⋂
a∈ ˜B∨ ˜Fi(X)

Hi(a),
⋂

x∈Hi( ˜B∨ ˜Fi(X))

F̃i(x)

)
∈ G̃i3.

where {Xt} ↑ is a nondecreasing sequence subset of X , and
{B̃t} ↑ is a nondecreasing sequence subset of B̃.

Proof: It is directly obtained from Proposition 3 and
Definition 4. �

C. Update Mechanism

According to the concept learning method in literature [22],
we can learn a concept space from a fuzzy formal context.
Essentially, the concept in the concept space is a sufficient
and necessary fuzzy granule concept (i.e., (HF̃(x), F̃(x)),
H(a), (F̃H(a)). In this subsection, we study three update mech-
anisms of F-TCCL from a given clue.

Case 1: The update mechanism of object-oriented CCL.
Proposition 5: Let (L1, L̃2, F̃ ,H) be a cognitive system,

ΔXi−1 �= ∅ and ΔB̃i−1 = ∅, then the following statements
hold:

1) (HiF̃i(X), F̃i(X)) =

( ⋂
a∈( ˜Fi−1(X)∩ ˜FΔXi−1 (X))

(Hi−1(a)

∪HΔXi−1(a)), F̃i−1(X) ∩ F̃ΔXi−1(X)
)
;

2) (Hi(B̃), F̃iHi(B̃)) =

(
Hi−1(B̃) ∪HΔXi−1(B̃),

⋂
x∈Hi−1( ˜B)∪HΔXi−1 (

˜B)

(F̃i−1(x) ∩ F̃ΔXi−1(x))

)
.

Proof: 1) According to Definition 4, we have F̃(x)Δ ˜Bi−1
= ∅

and F̃i(x) = F̃i−1(x) ∩ F̃ΔXi−1(x).
Thus, according to Proposition 3, we have F̃i(X) =⋂
x∈X(F̃i−1(x) ∩ F̃ΔXi−1(x)) = (

⋂
x∈Xi−1 F̃i−1(x)) ∩

(
⋂

x∈ΔXi−1 F̃ΔXi−1(x)) = F̃i−1(X) ∩ F̃ΔXi−1(X).
Then, based on the discussion in Definition 4 and Proposi-

tion 4, we obtain HiF̃i(X) =
⋂

a∈ ˜Fi−1(X)∩ ˜FΔXi−1 (X)Hi(a) =⋂
a∈ ˜Fi−1(X)∩ ˜FΔXi−1 (X)(Hi−1(a) ∪HΔXi−1(a)).

Thus, we have (HiF̃i(X), F̃i(X)) =

(
⋂

a∈( ˜Fi−1(X)∩ ˜FΔXi−1 (X))(Hi−1(a) ∪HΔXi−1(a)), F̃i−1(X) ∩
F̃ΔXi−1(X)).

2) Similarly, according to Definition 4, we have
HΔ ˜Bi−1

(B̃) = ∅ and Hi(B̃) = Hi−1(B̃) ∪HΔXi−1(B̃),
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Algorithm 2: Update Mechanism of Object-Oriented CCL.

Input: Arbitrary information granule (X, B̃), a fuzzy
formal context (U,A, Ĩ), fuzzy granule concept space G̃3.

Output: Sufficient and necessary fuzzy granule concept
space G̃n3 .

1: Initialize G̃n3 = {(HiF̃i(X
˜F ), F̃i(X

˜F ))|X ∈ L1} ∪
{(Hi(B̃

H), F̃iHi(B̃
H))| ˜̃B ∈ L̃2}

2: while i � n do
3: for all X ∈ L1 do learn sufficient and necessary

fuzzy granule concept (HiF̃i(X), F̃i(X)) from X
˜F

according to the item 1) of Proposition 5
4: end for
5: for all B̃ ∈ L̃2 do learn sufficient and necessary

fuzyy granule concept (Hi(B̃), F̃iHi(B̃)) from B̃H

according to the item 2) of Proposition 5
6: end for
7: i← i+ 1
8: end while
9: Learn sufficient and necessary fuzzy granule concept

space G̃i3 by six methods according to Proposition 4
10: return G̃i3

then we have F̃iHi(B̃) = F̃i(Hi−1(B̃) ∪HΔXi−1(B̃) =⋂
x∈Hi−1( ˜B)∪HΔXi−1 (

˜B) F̃i(x) =
⋂

x∈Hi−1( ˜B)∪HΔXi−1 (
˜B)

(F̃i−1(x) ∩ F̃ΔXi−1(x)). �
Based on the discussion in Case 1, progressive learning by the

update mechanism of object oriented is presented. The details
of the novel cognitive mechanism are shown in Algorithm 2.

Based on the aforementioned analysis, Algorithm 2 shows the
update mechanism of object-oriented CCL. Now, we can analyze
the time complexity of Algorithm 2. For step 1, it will call Al-
gorithm 1, running time complexity is O(|U ||A|(|X|+ |B̃|))).
Thus, the time complexity of steps 2–9 is O(|U ||A||ΔU |(|X|+
|B̃|)). Thus, running time complexity of Algorithm 2 takes
O(|U ||A||ΔU |(|X|+ |B̃|)).

Case 2: The update mechanism of attribute-oriented CCL.
Proposition 6: Let (L1, L̃2, F̃ ,H) be a cognitive system,

ΔXi−1 = ∅ and ΔB̃i−1 �= ∅, then the following statements
hold:

1) (HiF̃i(X), F̃i(X)) =

( ⋂
a∈ ˜Fi−1(X)∪ ˜F

ΔB̃i−1
(X)

(Hi−1(a) ∩

HΔBi−1), F̃i−1(X) ∪ F̃Δ ˜Bi−1
(X)

)
;

2) (Hi(B̃), F̃iHi(B̃)) =

(
Hi−1(B̃) ∩HΔ

B̃i−1
(B̃),

⋂
x∈(Hi−1( ˜B)∩HΔ

B̃i−1
( ˜B))

(F̃i−1(x) ∪ F̃Δ ˜Bi−1
(x))

)
.

Proof: We can prove it in a manner to Proposition 5. �

Algorithm 3: Update Mechanism of Attribute-Oriented
CCL.

Input: Arbitrary information granule (X, B̃), a formal
context (U,A, Ĩ), fuzzy granule concept space G̃3.

Output: Sufficient and necessary fuzzy granule concept
space G̃n3 .

1: Initialize G̃n3 = {(HiF̃i(X
˜F ), F̃i(X

˜F ))|X ∈ L1} ∪
{(Hi(B̃

H), F̃iHi(B̃
H))|B̃ ∈ L̃2}

2: while i � n do
3: for all X ∈ L1 do learn sufficient and necessary

fuzzy granule concept (HiF̃i(X), F̃i(X)) from X
˜F

according to the item 1) of Proposition 6
4: end for
5: for all B̃ ∈ L̃2 do learn sufficient and necessary

fuzzy granule concept (Hi(B̃), F̃iHi(B̃)) from B̃H

according to the item 2) of Proposition 6
6: end for
7: i← i+ 1
8: end while
9: Learn sufficient and necessary fuzzy granule concept

space G̃i3 by six methods according to Proposition 4
10: return G̃i3

Combining Definition 3, and Propositions 4–6, we know that
the fuzzy granule concept in F-TCCL can be learned from
the object-oriented (i.e., Case 1) and attribute-oriented CCL
process (i.e., Case 2). Furthermore, we can learn the fuzzy gran-
ule concept by decomposing the learning process into object-
oriented and attribute-oriented CCL processes when ΔXi−1 �=
∅&ΔB̃i−1 �= ∅. Thus, this article only discusses the situation
under object-oriented and attribute-oriented CCL methods.

Based on the discussion in Case 2, progressive learning
by the update mechanism of attribute-oriented is presented,
and the details of the novel cognitive mechanism as shown in
Algorithm 3.

According to the aforementioned discussion, Algorithm 3
gives a novel update mechanism of attribute-oriented CCL.
Now, we can analyze the time complexity of Algorithm 3.
For step 1, it will call Algorithm 1, running time complexity
is O(|U ||A|(|X|+ |B̃|))). Hence, the time complexity of
steps 2–9 is O(|U ||A||ΔA|(|X|+ |B̃|)). Thus, running time
complexity of Algorithm 2 takes O(|U ||A||ΔA|(|X|+ |B̃|)).

V. EXPERIMENTS

In this section, we validate the effectiveness of our method
for the performance of CCL based on the fuzzy formal context.
Specifically, we compare TCCL with other CCL models, such
as TCL method [19], [25], GCCL method [20], and FCLM
method [28] to compare and analyze. The experimental com-
puting program on a personal computer and its specific config-
uration is OS: Microsoft WIN10; Processor: Intel(R) Core(TM)
i7-10750H CPU at 2.60 GHz 2.59 GHz; Memory: 32 GB;
Programming language: Python.
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TABLE I
DATASET INFORMATION

To extensively validate the performance of the various algo-
rithms, we randomly selected 12 datasets with different scales
from UCI Repository1 and carried out numerical experiments
under different information granule clues. The detailed informa-
tion about the dataset is shown in Table I. To ensure the fuzzi-
ness of datasets before testing fuzzy-based concept-cognitive
methods, we divide each data by the maximal value of its cor-
responding attribute. For convenience, the 12 fuzzy datasets are
denoted as datasets 1–12. Meanwhile, according to the size of the
object and attribute, we divide the datasets into two groups: the
sample with relatively large, i.e., datasets 1–6, and the attribute
with relatively large, i.e., datasets 7–12. For our purpose, in this
article, the first group is used to validate the update mechanism
of object-oriented concept learning, and the second group is
selected to validate the update mechanism of attribute-oriented
concept learning.

A. Evaluating the Performance of Concept Learning

To demonstrate the outcome of the approaches and make
comparisons for static learning, we randomly take 10%, 30%,
60%, and 80% objects in each dataset as the initial X0. We also
take nine different membership functions on the fuzzy attributes
as the initial B̃0. Thus, the initial information granules are 4 ∗ 9
pairs in each dataset. The nine membership functions considered
in this paper are small, middle, and large fuzzy membership
functions of Gaussian, Cauchy, and Γ membership functions.
Symbols SG, MG, LG, SC, MC, LC, SΓ, MΓ, and LΓ, denote the
nine membership functions, where the function setting method
refers to the paper [25].

1) Number of Fuzzy Concept: This part mainly demonstrates
the performance of fuzzy concepts generated by the F-TCCL
theory in our article. Note that the number of fuzzy concepts
generated by the method in this article is the same as that of other
CCL methods, indicating our method’s effectiveness. Next, the
number of resulting fuzzy granule concepts of datasets are shown
in Table II and Fig. 3, respectively. As seen from the resulting
number of fuzzy granule concepts in Table II, when given a
dataset for an arbitrary information granule, we can obtain the
following conclusions.

1) The number of fuzzy granule concepts is no more than 6
through the two-way learning system. This also verifies
our conclusion in Proposition 2.

1[Online]. Available: https://www.uci.edu/

Fig. 3. Number of fuzzy concepts under different clue ratios. (a) 10%.
(b) 30%. (c) 60%. (d) 80%.

2) We can learn concepts for different fuzzy membership
functions through our method. In addition, compared with
the TCL method in formal context [19], our method is
greatly influenced by the membership function distri-
bution of the attributes in the initial information under
the fuzzy environment. In contrast, the sample size of
the initial information has little influence. That is to
say that the two-way learning method in a formal con-
text and fuzzy formal context of the learning mode and
cognitive mechanism is different. Thus, exploring two-
way learning methods under the fuzzy formal context is
necessary.

2) Learning Time: This part mainly verifies the learning
time(s) in the F-TCCL system. Meanwhile, to reduce the ran-
domness of the experiment, we still ran ten times on each dataset
to obtain the average results. In the aforementioned discussion,
we have verified the performance of concept learning. This part
will mainly discuss the performance of the F-TCCL method in
terms of learning time compared with the TCL method for static
data. Next, the learning time of the resulting fuzzy concepts
is shown in Table III, where the results of the algorithm with
less time are displayed in bold. As seen from the comparison of
learning time for three methods (i.e., F-TCCL, TCL, GCCL) in
Figs. 4 and 5, when given a dataset for an arbitrary information
granule, we can obtain the following conclusions.

1) The method proposed in this article saves more time than
other methods to ensure the concept learning ability.

2) The learning time of the three concept learning methods
in each fuzzy dataset is independent of the selected fuzzy
membership function.

3) Compared with the granulation mechanism, the two-way
learning method (including TCL and F-TCCL) is less
affected by the sample size. However, if the granulation
method is used for concept learning, the corresponding
learning time will increase with the sample size. It also
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TABLE II
NUMBER OF FUZZY CONCEPT

Fig. 4. Comparison of learning time on Group 1. (a) Iris. (b) Banknote.
(c) Yeast. (d) Winequality-red. (e) Htru2. (f) Magic.

Fig. 5. Comparison of learning time on Group 2. (a) Hill-valley. (b) Com-
munities and crime. (c) Communities and crime unnormalized. (d) Arrhythmia.
(e) Secom. (f) Isoley.
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TABLE III
LEARNING TIME OF FUZZY CONCEPT

shows that two-way learning, cognitive concepts from
given clues, is essential for studying CCL.

B. Evaluating the Performance of Dynamic Concept Learning

Note that F-TCCL can learn new fuzzy granule concepts
from arbitrary information granules, and we also validate the
concept learning performance in the last subsection. Next, to
extensively validate the performance of F-TCCL for dynamic
data (i.e., P-FTCCL). According to the discussion in the last
subsection, we know that the learning time of the two-way
learning system is less affected by the sample size and fuzzy
membership function. Thus, we only select 30% objects as initial
X0 and MG as membership function in this subsection without

loss of generality. In addition, we take the first 50% dataset
samples in group 1 as initialization samples and 50% dataset
attributes in group 2 as initialization attributes, and the remaining
samples and attributes are divided into ten chunks (i.e., chunk
1, chunk 2, · · · , chunk 10), each of which accounted for 5%
(i.e., 55%, 60%, . . . , 100%). Then, the learning time of the five
methods is shown in Tables V and VI, and we can obtain the
following conclusions.

1) Number of Fuzzy Concept: This part mainly verifies the
fuzzy concepts generated performance of the P-FTCCL method
for dynamic concept learning. The P-FTCCL and F-TCCL meth-
ods are the same regarding the number of concept generations,
indicating that the method in this article is effective for learn-
ing concepts in a dynamic environment. Next, the number of
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TABLE IV
NUMBER OF FUZZY CONCEPT BY DYNAMIC LEARNING

TABLE V
LEARNING TIME OF FUZZY CONCEPT FOR DYNAMIC UPDATE ON GROUP 1

Fig. 6. Number of fuzzy concept by dynamic learning.

resulting fuzzy granule concepts of datasets is shown in Table IV
and Fig. 6, respectively.

2) Dynamic Learning Time: This part mainly compares the
learning time of different CCL methods (including F-TCCL,

P-FTCCL, TCL, GCCL, and FCLM) for dynamic data to explain
the advantages of the fuzzy-based progressive learning method
in this article. Then, the dynamic learning time of the resulting
fuzzy concepts is shown in Tables V and VI. In these tables, the
results of the algorithm with less time are displayed in bold. The
comparison of learning time for three methods (i.e., F-TCCL,
TCL, and GCCL) is shown in Figs. 7 and 8. For an arbitrary
information granule, we can obtain the following conclusions:
compared with other CCL methods, the proposed method has
better performance in learning time when facing dynamic data
updates. With the increase in dataset size, our method shows
good adaptability. In the case of the large samples and the large
attribute datasets, our method can also consume very little time,
showing that the method in this article is suitable for concept
learning of Big Data.

C. Comparative Analysis Between Five CCL Mechanisms

According to the discussion in this section, we compare
our method with other CCL mechanisms, including 2WL
mechanism [19], TCL mechanism [25], GCCL mechanism [20],
and FCLM mechanism [28]. Thus, we further make the
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TABLE VI
LEARNING TIME OF FUZZY CONCEPT FOR DYNAMIC UPDATE ON GROUP 2

Fig. 7. Comparison of dynamic learning on Group 1. (a) Iris. (b) Banknote.
(c) Yeast. (d) Winequality-red. (e) Htru2. (f) Magic.

Fig. 8. Comparison of running time on Group 2. (a) Hill-valley. (b) Com-
munities and crime. (c) Communities and crime unnormalized. (d) Arrhythmia.
(e) Secom. (f) Isoley.
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TABLE VII
COMPARATIVE ANALYSIS BETWEEN FIVE CCL MECHANISMS

comparative analysis between TCCL mechanism (including F-
TCCL and P-FTCCL mechanisms) and other mechanisms.

For clarity, all the similarities and differences are summed in
Table VII. As shown in Table VII, the TCL, FCLM, and GCCL
mechanisms and our method have three same characteristics.
The five mechanisms consider the fuzzy environment, dynamic
environment, learning of clues, concept space, and running time.
This can also reflect that it is essential and reasonable to study
our method to process the concept learning of given clues and
learning time under fuzzy and dynamic environments.

Both four CCL mechanisms utilize a pair of cognitive opera-
tors to learn the concept from the fuzzy environment, except
the 2WL mechanism. However, as shown in Table VII, two
main contributions and advantages are obtained in our model.
First, our method introduces the two-way learning method into
CCL theory to learn the concept from a given clue (X, B̃),
where the concept spaces of different cases (i.e.,G̃1, G̃2, G̃1 ∩ G̃2)
are also involved. Second, the learning time of clues in our
model is shorter than that of other CCL mechanisms, which
is more straightforward in the dynamic environment. Then, we
also make the comparison and discussion between five CCL
mechanisms.

VI. CONCLUSION

F-TCCL is an effective cognitive system to describe the hu-
man cognitive process, and it can achieve the decision task via an
initial information (X, B̃). The essence of F-TCCL is learning
more from the unknown through a pair of cognitive operators
(i.e., extent-intent and intent-extent) and mapping it into fuzzy
granule concept space for fuzzy datasets. Progressive learning is
a novel TCCL mechanism for dynamic data updating. Generally,
the sufficient and necessary fuzzy granule concept is a fuzzy
concept from a given clue (X, B̃). That is to say that learning
pseudoconcept based on the known clue is crucial, especially
in decision-making problems. The current article introduces a
novel CCL system for fuzzy concept cognitive and dynamic
learning in a fuzzy formal context. As an extension of two-way
concept learning, the TCCL theory learns concepts in two ways,
including F-TCCL and P-FTCCL. Furthermore, corresponding
experiments on various datasets demonstrate the effectiveness
of the proposed TCCL compared with other mechanisms.

The CCL theory is an emerging tool for data analysis and
knowledge discovery. The central notion of CCL is to describe
the concept through a pair of concept-cognitive operators (i.e.,
intent learning operator and extent learning operator), and then,
use the learned concept to discover the potential knowledge in

data from an arbitrarily given clue. Up to now, we have witnessed
a growing interest and the development of CCL from the view
of granular computing and machine learning. The core themes
include the concept cognition mechanism, concept learning
method, cognitive system construction mechanism, complex de-
cision optimization mechanism, etc. Our work mainly explores
the cognitive representation and learning mechanism of fuzzy
concepts via a novel two-way learning approach under a dy-
namic environment, which can be applied to many areas, such as
formal concept analysis, decision making, object classification,
etc.

This article studies learning a fuzzy granule concept from
a given clue and dynamic learning based on a single formal
context. Hence, there still exist some limitations that need to
be concerned about. Such as how to learn concepts for a mul-
tisource formal context or high-dimensional formal context via
our approach, especially in handling unbalanced data. Although
our method can significantly improve the efficiency of concept
learning and save time to a certain extent, it still cannot be learned
for billions of data. Hence, how to combine quantum computing
theory into the CCL method also deserves to be investigated [32].
Our future work will continue to focus on these points.
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